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Preface

In differential geometry the study of smooth submanifolds with dis-
tinguished curvature properties has a long history and belongs to the
central themes of this field. Modern work on smooth submanifolds,
and on surfaces in particular, relies heavily on geometric and analytic
machinery which has evolved over hundreds of years. However, non-
smooth surfaces are also natural mathematical objects, even though
there is less machinery available for studying them. Consider, for ex-
ample, the pioneering work on polyhedral surfaces by the Russian
school around Alexandrov [1], or Gromov’s approach of doing geom-
etry using only a set with a measure and a measurable distance func-
tion [48]. Recently, the application of discrete integrable systems to
surface theory in the works of Bobenko and Pinkall [14] led to inter-
esting results. Also in other fields, for example in computer graphics
and numerics, we nowadays encounter a strong need for a discrete
differential geometry of arbitrary meshes.
Here we focus on variational properties of general polyhedral curves
and surfaces, and derive discrete differential operators and curva-
ture properties which play the same role as differential operators
on smooth manifolds. On polyhedral meshes, which are equipped
with a piecewise flat metric, we define discrete analogues such as the
Gauss and mean curvature, shortest and straightest lines, a Hodge-
Helmholtz decomposition of vector fields, or study second order prob-
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lems like the index of the discrete constant mean curvature surfaces.
In several applications we demonstrate the practical importance of
the discrete concepts, like the simulation of the geodesic flow or the
analysis of vector field singularities. Further we derive new examples
of complete discrete minimal surfaces, and we develop algorithms to
compute constant mean curvature surfaces. Our discrete operators
are applicable to a large class of polyhedral surfaces appearing in
computer graphics and visualization, since we make only a few con-
sistency assumptions on the mesh.
Among the main new results of the present work is the duality be-
tween conforming and non-conforming discrete minimal surfaces which
now provides the theoretical justification of the conjugation algorithm
by Pinkall and the author [88]. The result is of particular impor-
tance since many recent experimentally found constant mean curva-
ture surfaces rely on this algorithm. The duality is proven in Chapter
4 based on non-conforming Laplace-Beltrami harmonic maps on sur-
faces, which are derived in Chapter 3. Also new is the work on the
index of discrete constant mean curvature surfaces, and the first ex-
amples of complete discrete minimal surfaces which are critical for
the discrete area functional - this is joint work with Rossman [95] (to
appear in Crelle). In Chapter 7 we apply a Hodge-Helmholtz decom-
position to the analysis of singularities of sampled vector fields which
is a novel approach in visualization.
For a unified presentation of the discrete concepts we have integrated
published results in Chapter 2 on straightest geodesics and the dis-
crete geodesic flow (joint with Schmies [99][100]), in chapter 5 on
the computation of constant mean curvature surfaces via minimal
surfaces in S3, joint with Oberknapp [86], and in Chapter 8 on the
smooth interpolation between adaptively refined meshes using hier-
archical data structures, joint with Friedrich and Schmies [47]. This
interpolation algorithm is an essential ingredient in practical applica-
tions of the discrete algorithms since many free-boundary value prob-
lems for constant mean curvature surfaces lead to multi-dimensional
period problems. The introductory Chapter 1 provides the required
syntax and some background material on polyhedral meshes.

Berlin, February 2002 Konrad Polthier
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1

Introduction to Polyhedral Meshes

Polyhedral meshes belong to the most basic structures for the rep-
resentation of geometric shapes not only in numerics and computer
graphics. Especially the finiteness of the set of vertices and of their
combinatorial relation makes them an ideal tool to reduce infinite di-
mensional problems to finite problems. In this section we will review
the basic combinatorial and topological definitions and state some of
their differential geometric properties.
In practice, a variety of different triangle and other polyhedral meshes
are used. In this introduction we restrict ourselves to simplicial com-
plexes, or conforming meshes, where two polygons must either be
disjoint or have a common vertex or a common edge. That means,
a polygon is not allowed to contain a vertex of another polygon in
the interior of one of its edges. This restriction avoids discontinuity
problems in the shape, so-called hanging nodes. Further, we restrict
our discussion to piecewise linear meshes although many concepts ex-
tend to meshes with piecewise higher order polynomial order. Often
it is too restrictive to work solely in the space of conforming triangu-
lations, and, in later chapters, we will enlarge the function space to
include discontinuous, non-conforming meshes as well.
In many situations a property of a polyhedral surface can be asso-
ciated to depend either on the geometric shape or on the combina-
torial respectively topological properties of the mesh. Therefore, it



1.1. Simplicial Complexes 1. Introduction to Polyhedral Meshes

is important to distinguish between the topology of a mesh and its
geometric shape which is determined by the geometric position of the
vertices. For example, assume that all points of a compact surface are
collapsed to a single geometric position, then we would still like to
derive the topological genus from the combinatorial properties of the
surface. This forces us to introduce slightly more abstract definitions
of polyhedral surfaces.
Introductions to polyhedral manifolds are given in most books on
algebraic topology, for example by Munkres [82], in the book by
Ziegler [120] on combinatorial aspects of polytopes, or by Bloch [12]
on topological and differential geometric problems. But note, there
are slight differences depending on the purpose. The standard ap-
proach in topology introduces simplices and simplicial complexes as
embeddings into Euclidean space while we allow immersions with
self-intersections. Good sources of applications of polyhedral mani-
folds to problems in differential geometry are also the books by A.D.
Alexandrov and Zalgaller [1] and Reshetnyak [103].

1.1 Simplicial Complexes

We begin the introduction of polyhedral surfaces with a combinatorial
point of view, that means, for the moment we do not care about the
specific nature of points but consider them as abstract entities. In
the combinatorial setup the most basic entities of polyhedral shapes
are points, line segments, triangles, tetrahedrons, and their higher
dimensional analogues, called simplices:

Definition 1 Let V = {v0, .., vm} be a finite set of m + 1 abstract
points. The (unordered) set [v0, .., vm] is called a combinatorial m−
simplex, or short, a combinatorial simplex. The number m is called
the dimension of the simplex.Low dimensional simplices.

Definition 2 A face f of a simplex σ = [v0, .., vm] is a simplex de-
termined by a non-empty subset of {v0, .., vm}. A k−face has k + 1
points. A proper face is any face different from σ.

Faces of a triangle.

For example, a 0−simplex is a combinatorial point, a 1−simplex is a
line segment, a 2−simplex is a triangle, and a 3−simplex is a tetra-
hedron. There exist seven faces of a triangle [v0, v1, v2]: the triangle
itself [v0, v1, v2], its three edges [v0, v1], [v1, v2], [v2, v0] and its three
points [v0], [v1], [v2], where the last six faces are proper. A 0−simplex
has no proper face.

2



1. Introduction to Polyhedral Meshes 1.1. Simplicial Complexes

To perform the transition from combinatorics to geometry, we use the
so-called standard simplex which serves as geometric representative
associated to each combinatorial simplex:

Definition 3 The standard simplex ∆m ⊂ Rm+1 is the convex hull
of the endpoints {e0, .., em} of the unit basis vectors in Rm which are
given by ei = (0, .., 0, 1, 0, .., 0). Formally,

∆m =

(
mX
i=0

λiei

¯̄̄̄
¯ 0 ≤ λi ≤ 1,

mX
i=0

λi = 1

)
.

Note, the standard simplex not only is a set of points but includes the
”interior” points. For example, the standard triangle ∆2 in R3 is the
planar triangle spanned by the three points (1, 0, 0), (0, 1, 0), (0, 0, 1).
Nevertheless, the standard simplex is simply a technical term. It pro-
vides the ground to formulate that any set of m + 1 points in a
Euclidean space Rn defines a geometric simplex:

Definition 4 A geometric simplex σ = [po, .., pm] is a set V =
{po, .., pm} of m+1 points in Rn, where n might be different from m,
together with an affine map

ϕ : ∆m → convHull(p0, .., pm)

ϕ(ei) = pi.

The number m is called the dimension of the simplex.

The difference between an abstract and a geometric simplex is the
existence of the geometric realization provided by the map ϕ, that
means, the embedding of the simplex in a vector space.

Definition 5 Let V = {v1, v2, ..} be a set of abstract points. Then
an abstract simplicial complex K is a set of simplices S formed by
finite subsets of V such that if σ ∈ S is a simplex, then every subset
τ ⊂ σ is also a simplex of K.
If two, or more, simplices of K share a common face, they are called
adjacent or neighbours. The boundary of K is formed by any proper
face that belongs to only one simplex, and its faces.

Simplicial Complex.

The simplicial complex K formally represents the connectivity of a
mesh, and its simplices represent the points, edges, triangles, and
higher dimensional simplices. The number of points in a complex may
be infinite. By associating the set of abstract points with geometric

3
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points in some Rn we obtain a geometric shape consisting of piece-
wise flat simplices. Note, the following definition does not require an
embedding but allows that the geometric realization may have self-
intersections. By allowing immersions this definition is non-standard
in the sense of algebraic topology which usually requires embeddings.

Definition 6 A simplicial complex (K,V ) of an abstract simplicial
complex K is a geometric realization uniquely given by

1. a set of geometric points V = {p1, p2, ..} ⊂ Rn with a bijection

Φ : V→ V

vi → pi.

2. for each k−simplex σ = [pi0 , .., pik ] an affine map from the
standard simplex

ϕ : ∆k → convHull(pi0 , .., pik)

ϕ(ej) = pij .

The above definitions ensure a strict separation between the combi-
natorial properties of a mesh specified by K and its geometric shape
determined by V , which is also expressed by adding V to the notation
of the simplicial complex (K,V ). The gluing of abstract and geomet-
ric vertices is uniquely performed by the bijection Φ which relates
the abstract points V of K and the set of geometric points V . Any
embedding of the abstract complex K into a Euclidean space induces
a topology on the simplicial complex.

Definition 7 The underlying (topological) space |K| of a simplicial
complex K immersed into Rn is the topological space consisting of the
subset of Rn that is the union of all geometric realizations of simplices
in K with the topology induced from any embedding of K.

Important examples of simplicial complexes are simplicial disks and
balls.

Definition 8 A simplicial n-ball Bn is a simply connected simplicial
complex such that |Bn| is homeomorphic to the solid unit ball in Rn,
and a simplicial n-sphere Sn is homeomorphic to the boundary sphere
of the solid unit ball in Rn+1. For n = 2, B2 is also called a simplicial
disk, and S2 is a simplicial sphere. For n = 1, S1 is a simplicial
circle.

4



1. Introduction to Polyhedral Meshes 1.1. Simplicial Complexes

For example, an icosahedron is a simplicial sphere, and any simply
closed polygon is a simplicial circle.
In some cases it makes sense to identify a simplicial complex (K,V )
with its underlying set |K| in a Euclidean space Rn, for example, a
polytope can always be recovered from its set of vertices. In the gen-
eral case one should keep in mind that (K,V ) has more the character
of an immersion. For example, if the immersion of a polygonal circle
intersects geometrically at a point shaping a figure-eight then it may
still be a combinatorial respectively topological circle. Note that the
topology of such a shape cannot be recovered solely from its shape.

Star of an edge and a vertex.

Definition 9 Let (K,V ) be a simplicial complex. Then a subset L ⊂
K is a subcomplex of K if L is a simplicial complex itself. For ex-
ample, let σ ∈ K be a simplex, then

starσ := {η ∈ K that contains σ, and all faces of η}

and
linkσ := {η ∈ starσ | η ∩ σ = ∅} .

are subcomplexes of K.

Simplicial surfaces extend the notion of a topological 2-manifold to
the simplicial world.

Definition 10 A simplicial surface S is a simplicial complex con-
sisting of a finite set T of triangles such that

1. Any point p ∈ S lies in at least one triangle T ∈ T.
2. The star of each point p ∈ S is a simplicial disk.

Note, in the definition one may allow a denumerable set of triangles
under the additionally assumption that the simplicial complex is lo-
cally finite, that is, the star of each vertex consists of a finite number
of triangles.
A polyhedral surface is more general than a simplicial surface and
may include flat faces with more than three vertices. The margin fig-
ure illustrates several pitfalls and degenerate situations which arise in
practical implementations. First row shows two non-manifold situa-
tions. Second row is a hanging node where adjacent faces do not join
a common edge. Third row shows a valid simplicial surface although
the same edge belongs to four triangles. Care must be taken to avoid
all these situations in practical implementations.

=

Degenerate situations and
non-manifold surfaces.

5



1.2. Topological Properties 1. Introduction to Polyhedral Meshes

Definition 11 Let M ⊂ Rn be a topological surface. Then a simpli-
cial surface S triangulates M if there exists a homeomorphism

t : |S|→M.

The simplicial complex S together with the homeomorphism t is called
a triangulation of M .

Smooth surfaces and simplicial surfaces are related through the fol-
lowing theorem.

Theorem 12 The following facts are true only for two-dimensional
surfaces:
(1) Any compact topological surface M in Rn can be triangulated, i.e.
there exists a simplicial surface which triangulates M .
(2) If a topological surface is triangulated by two simplicial surfaces
K1 and K2, then K1 and K2 have simplicially isomorphic subdivi-
sions.

Often it is useful to enumerate the highest-dimensional simplices of
a complex in a special way.

Definition 13 The shelling of a simplicial ball Bn is a listing of
its n−simplices {σ1, ..,σm} such that for all 1 ≤ k ≤ m the subset
{σ1, ..,σk} is a simplicial ball.
Any simplicial disk is shellable [79], but this result does not hold in
higher dimensions. For example, see [107] for an unshellable subdivi-
sion of a tetrahedron.

1.2 Topological Properties

Euler Characteristic and Genus

Certain properties of a polyhedral surface S do not depend on the
combinatorial triangulation but are already determined by the topo-
logical properties of |S|. For example, let v denote the number of
points, e the number of edges and f the number of faces of S. Then
the Euler characteristic χ(S) is defined by

Octahedron

χ(S) = v − e+ f (1.1)

For example, χ(Octahedron) = 2 or χ(Cube with hole) = 0. This
counting procedure extends to higher dimensional simplicial com-
plexes.

Cube with hole.

6



1. Introduction to Polyhedral Meshes 1.2. Topological Properties

Definition 14 Let K be a simplicial complex, and let fi(K) denote
the number of i−simplices of a K. Then the Euler-Poincaré charac-
teristic is defined as

χ(K) =
X
i≥0
(−1)ifi(K).

Note, that these concepts do not require a simplicial complex but
extend to polyhedral complexes.
The Euler characteristic is a topological invariant. In higher dimen-
sions the proof involves machinery from algebraic topology but for
surfaces the invariance is easily shown: Let M be a compact topo-
logical surface with two different triangulations (K1, t1) and (K2, t2).
Then we know that K1 and K2 have simplicially isomorphic subdivi-
sions, and therefore have equal Euler number. But note, the inverse of
this theorem is not true: if the Euler characteristics of two simplicial
complexes K1 and K2 are the same then |K1| and |K2| need not be
homeomorphic.
Therefore one speaks of the Euler characteristic of a compact 2-
dimensional Riemannian manifold M , and which may be determined
by an arbitrary triangulation T of M . For example, χ(Sphere) = 2,
χ(Torus) = 0 or χ(Projective Plane) = 1.

The cross cap is a realization
of the projective plane.

Orientable compact surfaces may be classified by the genus, a different
topological invariant. Simply speaking, a surfaceM with genus g(M)
is topologically equivalent, i.e. homeomorphic, to a sphere with g
handles attached. For orientable surfaces the Euler characteristic and
the genus are equivalent invariants with the relation

2− 2g(M) = χ(M). (1.2)

If M is a triangulation without boundary then, counting multiplici-
ties, each face contributes three edges and each edge belongs to two
face which leads to

3f = 2e.

Therefore, on simplicial surfaces

χ(M) = v − f
2
= v − 1

3
e

we have roughly about two times more faces than vertices, and three
times more edges than vertices.

7



1.3. Distance and Metric 1. Introduction to Polyhedral Meshes

Triangulations with Boundary

Many practical applications use triangulations with a boundary where
each component is a simply connected closed polygon. The Euler
characteristic helps to verify the combinatorics of triangulations in
this context too. Let b be the number of boundary components of
a triangulation, and assume all boundaries are pairwise disjoint, i.e.
they have no vertex in common. Then the Euler characteristic χ(M)
is defined as above and is a topological invariant of the manifold with
boundary, i.e. M is homeomorphic to a compact surface with Euler
characteristic χ(M) + b from which b discs are removed. In this case
we associate to M the genus of its closed companion.
Let us note simple examples which can be used to verify the correct-
ness of a triangulation:

1. LetM be a planar bounded triangulation with b boundary com-
ponents. Then we have

2− χ(M) = b (1.3)

since M can be closed to a sphere with χ(S2) = 2 by pasting
with b simply connected faces.

2. In general, an oriented polyhedral surface M with genus g and
with b missing disks has b boundary components and fulfills

2− 2g − χ(M) = b. (1.4)

Note, that both identities provide an easy way to calculate the num-
ber of boundary components if the genus is known, or to validate a
given mesh if the genus and the number of boundaries are known.

1.3 Distance and Metric

For metric measurements the interior of simplicial faces must be
uniquely defined. Therefore, we prefer simplicial instead of polyhe-
dral surfaces, or assure that we work with piecewise flat polygons.
The metric of a surface may, for example, be induced from an immer-
sion into a Euclidean space, or the metric may be defined in a more
abstract way, say, by assigning a length to each edge which fulfills the
triangle identity on each triangle. In a locally Euclidean metric the
distance between two points is measured along curves whose length
is measured segment-wise on the open edges and triangles:

8



1. Introduction to Polyhedral Meshes 1.4. Discrete Gauß Curvature

Definition 15 A curve γ on a simplicial complex M is called recti-
fiable, if for every simplex σ ∈ M the part γ|σ is rectifiable w.r.t. to
the smooth metric of σ. Then the length of γ is given by

L(γ) :=
X
σ∈M

L(γ |̊σ). (1.5)

as the sum of the lengths on each open simplex.

The area of a simplicial surface is defined in a similar way:

Definition 16 Let M be a simplicial surface. Then we define

areaM :=
X
T∈M

areaM. (1.6)

Most of our considerations apply to a more general class of length
spaces. Each face may have an arbitrary metric as long as the metrics
of two adjacent faces are compatible, i.e. if the common edge has the
same length in both faces, and the triangle inequality holds.
In many practical applications simplicial complexes have a metric
induced from an immersion into a Euclidean Rn. For example, take
a polyhedral surface in R3 and consider the two adjacent faces of an
edge. Each face has the metric induced from R3, i.e. the length of any
curve on a face is equal to the length of the same curve measured in
R3. In this case, any neighbourhood of a point on the edge is isometric
to a planar domain, since both faces can be unfolded to R2.
When considering the approximation of a smooth surface M with a
sequence polyhedral surfaces {Mh,i} one should be aware that higher
order terms such as area may not need to converge as expected. The
Schwarz example is a sequence of polyhedral surfaces which converges
uniformly to a cylinder while the corresponding area grows to infinity.

1.4 Discrete Gauß Curvature

For a smooth surface S embedded into R3 the curvature measures
the infinitesimal bending of the surface compared to the flat tangent
plane. Instead of comparing the surface with the tangent plane, we
can equally consider the turn of the normal vector along the surface.
Formally, this is measured by the Gauß map g : S → S2 which assigns
to each point p on a surface S the tip of its normal vector n(p) after
it was parallel translated to the origin of R3, see Figure 1.1. The total

9



1.4. Discrete Gauß Curvature 1. Introduction to Polyhedral Meshes

Gauß curvature K(Ω) of a domain Ω ⊂ S is then given by the area
of its spherical image: K(Ω) = area g(Ω). The Gauß curvature K(p)
at a point p on S is defined as the limiting value

K(p) = lim
ε→0

area g(Uε(p))

areaUε(p)
(1.7)

for open neighbourhoods Uε(p) of radius less than ε of p. Note, if
the surface S is twice differentiable, then the Gauß curvature can be
expressed in terms of the partial derivatives of the metric tensor of S
as product K(p) = κ1(p)κ2(p) of the two principal curvatures at p.

FIGURE 1.1. The Gauß map assigns to each point p ∈ S of a surface its
normal vector n(p) ∈ S2. At edges and vertices of a polyhedral surface the
image of the Gauß map is the spherical convex hull of the normal vectors
of adjacent faces.

The Gauß curvature of a general manifold is a central intrinsic prop-
erty of the geometry and is fully determined by the Riemannian met-
ric. It influences, for example, the parallel translation of tangent vec-
tors along curves of the manifold.
On a polyhedral surface, the discrete Gauß curvature is concentrated
at the isolated vertices since all other points on the surface have
a neighbourhood isometric to a planar Euclidean domain with zero
curvature. But at vertices the limit value in Equation 1.7 will not
exist unless the surface is planar. Therefore it is more appropriate
to work with the concept of total Gauß curvature in the polyhedral
case.
On a polyhedral surface, the neighbourhood of a vertex is isometric to
a cone. Before defining a discrete Gauß curvature we study simplicial
cones in more detail. Metrically, each cone is characterized by the
total vertex angle:

Definition 17 Let S be a polyhedral surface and p ∈ S a vertex. Let
{f1,..., fm} be the set of faces of star p, and let θi be the vertex angle
of the face fi at the vertex p, see Figure 1.2. Then the total vertex

10



1. Introduction to Polyhedral Meshes 1.4. Discrete Gauß Curvature

angle θ(p) is given by

θ(p) =
mX
i=1

θi(p). (1.8)

Interior points p of a face or of an open edge have a neighbour-
hood which is isometric to a planar Euclidean domain, and we define
θ(p) = 2π in these cases.

FIGURE 1.2. Classification of vertices on a polyhedral surface according
to the excess of the vertex angle, and their unfolding to a planar domain.

All points of a polyhedral surface can be classified according to the
sign of the vertex angle excess 2π − θ(p):

Definition 18 A vertex p of a polyhedral surface S with total vertex
angle θ(p) is called Euclidean, spherical, or hyperbolic if its angle
excess 2π − θ(p) is = 0, > 0, or < 0. Respectively, interior points of
a face or of an open edge are always Euclidean.

The neighbourhood of a vertex can be isometrically unfolded to a
(partial or multiple) covering of a part of the Euclidean plane. There
exist three situations as shown in Figure 1.2 which metrically charac-
terize the vertex. For example, the tip of a convex cone is a spherical
vertex and a saddle point is hyperbolic. On the other hand, a spherical
vertex need not be the tip of a convex cone. The isometric unfolding
of sets of a polyhedral surface is a common procedure to study the
geometry.

11



1.4. Discrete Gauß Curvature 1. Introduction to Polyhedral Meshes

The vertex angles determine the discrete Gauß curvature directly in
metrical terms of the polyhedral surface S.

Definition 19 The discrete Gauß curvature K(p) of an interior ver-
tex p on a polyhedral surface S is defined as the vertex angle excess

K(p) = 2π − θ(p) (1.9)

= 2π −
mX
i=1

θi(p).

The discrete Gauss curvature of a boundary vertex is defined π.
The total Gauß curvature K(S) of the polyhedral surface S is the
sum of the Gauß curvatures of all vertices of K

K(S) =
X

p∈K(0)

K(p).

An immediate consequence is that Euclidean vertices have curvature
K = 0, spherical vertices have K > 0, and hyperbolic vertices have
K < 0. For example, the vertices of a cube each have Gauß curvature
π
2 .
As a justification of this first definition of a discrete curvature term,
let us note the following remarkable consequence. The total Gauß
curvature, above derived from the local geometric properties of the
vertex stars, is related to the Euler characteristic and, therefore, has
a global topological significance for the polyhedral surface.

Theorem 20 (Simplicial Gauß-Bonnet) Let S be a compact poly-
hedral surface in Rn. Then

K(S) = 2πχ(S).

Proof. First we triangulate S without affecting either side of the
equation. Since S is compact without boundary we then have

3f = 2e

12
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where v, e, f denotes the number of vertices, edges and faces of the
surface S. ThereforeX

p∈K(0)

K(p) =
X

p∈K(0)

(2π −
X

σ∈star p(2)
θ(p,σ))

= 2πv −
X

σ∈star p(2)

X
p∈K(0)

θ(p,σ)

= 2πv − πf

= 2πv − 2πe+ 2πf
= 2πχ(S).

¤
In Chapter 2 the theorem is extended to bounded regions on sur-
faces by including the geodesic curvature of the simplicial boundary
curve, see Theorem 42. We postpone this more general result until
we have introduce the notion of discrete geodesic curvature of curves
on polyhedral surfaces.

Minimizing the Gauß Curvature

We consider the Plateau problem for the Gauß curvature which starts
with a given boundary curve γ and looks for a disk or punctured
higher genus patch spanned by γ which minimizes the Gauß curva-
ture. By the smooth version of Gauß-Bonnet [25], the total Gauß
curvature of any spanned patch M can be estimated from below by
the total curvature of γ:Z

M

Kda = 2πχ(M)−
Z
γ

κgds ≥ 2πχ(M)−
Z
γ

κds (1.10)

since the geodesic curvature is always smaller than the curvature of
a curve 0 ≤ κg ≤ κ.
Therefore, in the smooth situation a curvature minimizing patch M
can be immediately constructed:

1. create a small strip along γ which is tangent to the osculating
plane and which has zero width along segments with vanishing
curvature.

2. arbitrarily extend the strip to a patch with assumed genus.

The tangency condition ensures that within the strip the geodesic
curvature of γ is pointwise equal to its curvature, and we obtain
equality in Equation 1.10, i.e. M is curvature minimizing.

13
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In the smooth case the ambiguity of the extension of the strip to the
interior can be removed by looking for a curvature minimizing cone
over the curve, at least up to some extend. Let p be the center of the
cone connected with straight lines to γ. Assume γ(t) is parametrized
by arclength. Let b := p−γ−hp− γ, γ0i γ0 be parallel to the binormal
vector along γ of the current cone, then the total geodesic curvature
is given by Z `

0

κgdt =

Z `

0

< γ”,
b

|b| > dt.

It is maximized by variation of p in direction of the gradient

d

dp

Z `

0

κgdt =

Z `

0

1

|b|
µ
γ00− < γ”,

b

|b| >
b

|b|
¶
dt.

In the polyhedral case we start with a polygonal curve γh and given
mesh connectivity, say by an initial surfaceMh,0. Then it is generally
not possible to find a strip with the combinatorics induced by Mh,0

such that γh has vanishing discrete normal curvature. But minimizing
the Gauß curvature of the polyhedral surface will lead to a polyhedral
immersion which approximates best the osculating plane along the
boundary.
Let p be an interior vertex of the polyhedral surface and θi the vertex
angle at p of a triangle ∆i with edges ci = ai− bi and such that ai,bi
emanate from p. Then the gradient of the vertex angle θi is given by

∇pθi =
sin2 θi
area∆i

µ
ai + bi
2

+
1

2
cot θiJci

¶
=

sin2 θi
area∆i

(Mi − p)

where Mi is the center of the circumcircle. Similarly, if q is a vertex
adjacent to p, and θ the vertex angle at p then we have

∇qθ =
X

∆∈star pq

J∆(p− q)
|p− q|2 .

Summarizing, we obtain:

Lemma 21 The gradient of the polyhedral Gauß curvature is given
by

∇pK(p) =
X
i

sin2 θi
area∆i

(p−Mi)

14
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and

∇qK(p) =
X

∆∈star pq

J∆(q − p)
|q − p|2 .

where Mi is the center of the circumcircle.

These equations suffice to apply the conjugate gradient method for
minimizing the Gauß curvature of Mh.

1.5 Grids in Numerics and Graphics

Over the recent years an enormous effort went into the design of ef-
ficient grids in numerics and computer graphics. Adaptive grids and
hierarchical representations became very important in numerical ap-
plications, and are nowadays complemented with subdivision surfaces
in computer graphics modeling packages. Among the current issues is
the construction of specialized encodings for efficient data compres-
sion.
This section recalls some important types of meshes used in numerical
computations and computer graphics. The choice of a suitable grid
depends on a number of criteria such as the shape of the domain, the
type of the numerical method, or even the hardware, for example, to
support parallelization of algorithms.
Structured grids tessellate a rectangle [xmin, xmin]× [ymin, ymin] ⊂ R2
into regular quadrilaterals of the same size h = (hx, hy). The grid Ωh

Ωh =

½
(xi, yj)

¯̄̄̄
xi = xmin + ihx i ∈ [0,m− 1]
yj = ymin + jhy j ∈ [0, n− 1]

¾
is implicitly determined by the two extremal vertices (xmin, ymin) and
(xmax, ymax) and the number of subdivisions (m,n). Multiblock grids
use several structured grids at possibly different resolutions to cover
the different regions of the domain. Multigrids and sparse grids are
hierarchical representations which allow a considerable reduction of
the number of grid points.
Parametric grids are obtained as images of other grid types under a
continuous map Φ and thus are suitable for the discretization of more
general domains. Important examples of parametric maps are Möbius
maps and the Schwarz-Christoffel map, both are angle-preserving,
i.e. conformal maps. Circle packings, remarkably applied by Thurston
and others to problems with three-manifolds, are nowadays a promis-
ing concept in practical implementations, for example, for the flat-

15
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tening of rather the general surfaces [64]. See also the variational
characterization by Bobenko and Springborn [15].
Unstructured or irregular grids may consist of arbitrary non-overlapping
polygons. Such grids are determined by a set of points, i.e. the vertices
of the polygons,

P = {P0, P2, ..., P9}
and connectivity information where each polygon is given as an or-
dered list of its vertices, or more efficient, of its vertex indices

Unstructured Grid.

E0 = {0, 1, 2}
E1 = {2, 1, 3, 4}
E2 = {5, 6, 1, 3}
E3 = {3, 6, 7, 8, 9, 4}.

Many other information of a structured grid may be stored in order
for faster access of information, or to clarify ambiguous situations.
For example, a list of neighbour faces which have common edge with
the current face. The following neighbour array has for each element
Ei a list of indices of adjacent elements Ni where Ni[j] denotes the
element adjacent to the edge Ei[j + 1]Ei[j + 2] of Ei (indices are
modulo number of vertices of Ei).

N0 = {0, 1, 2}
N1 = {2, 3,−1, 0}
N2 = {3, 1,−1,−1}
N3 = {−1,−1,−1,−, 1, 1, 2}.

In Chapter 8 we will introduce a hierarchical representation of irregu-
lar grids which allows a continuous interpolation between adaptively
refined irregular meshes. This solves the interpolation problem in an-
imations and for a set of adaptive geometries which depend on one
or more parameters.
The winged edge format was introduced by Baumgart [11] as a redun-
dancy free representation format to store polyhedral meshes of faces
with an arbitrary and varying number of edges. It is an edge-based
format where each edge contains references to two vertices P1 and P2,
and references E1 respectively E2 to an adjacent edge on each of the
two neighbouring faces. Boundary edges have one empty edge refer-
ence. It is assumed that each face has a unique orientation provided
by an orientation of its edges. Therefore, faces are implicitly given by
following the E1 or E2 reference of an arbitrary known edge of the
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face. Note, the orientation of each individual face does not require
that the whole surface is oriented.
Compared to the unstructured grid representation introduced above
the winged edge format basically requires the same amount of storage:
let E be the number of edges and F be the number of faces. In the
winged edge format each edge has four integer references which leads
to a storage of size 4E. By the relation 3F = 2E for triangular
meshes, the amount 4E is equal to 6F for irregular meshes which
store 3 vertex references and 3 links to adjacent faces per face.
Non-manifold meshes may have more than two faces sharing an edge.
In this case both the winged-edge format as well as the surface mesh
format fail unless additional information is supplied.
Progressive meshes introduced by Hoppe [61] are based on vertex-
split and edge-collapse operations for adaptive refinement and coars-
ening. In recent years these data types have been very popular in
computer graphics especially since they allow topology changes. They
are a special class of multi-resolution grids or hierarchical grids which
store different levels of resolution of a shape. Often a smooth transi-
tion between different hierarchical resolutions is incorporated in the
data structure. Normal meshes [54] were designed to describe shapes
locally as graph over a coarser resolution of the same mesh. This tech-
nique is especially suitable for subdivision surfaces or multi-resolution
surfaces obtained from a wavelet decomposition where the finer res-
olutions are obtained algorithmically.
The fast and incremental transmission of shapes over low-bandwidth
connections plays an increasing role nowadays. Here specialized rep-
resentations of meshes allow a compressed encoding. For example,
the algorithm by Taubin and Rossignac [115], which is incorporated
into the MPEG-4 standard, encodes the triangles connectivity with
less more than 1−2 bits compared to 96 bits used in the index based
representation mentioned above.

1.5.1 Delaunay Triangulation

In numerics and visualization long thin triangles are often avoided
since their occurrence may spoil the numerical error and lead to arte-
facts in rendered images. This is mainly due to the fact that linear
interpolation of values given at the vertices of such a triangle may
not have a good approximation property in the center. Although in
some cases long thin triangles are appropriate, like in the cylindrical
shape in the figure, we make the following Definition.

Cylinder with thin triangles.

17
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Definition 22 Let P be the set of vertices of a triangulation T and
A(T ) = (α1,α2, ...), αi 6 αj if i < j, the angle vector of all vertex
angles in T . Then the triangulation T is called angle-optimal if for
all triangulations T 0 the angle vector A(T ) is lexicographically larger
than A(T 0) (A(T ) > A(T 0)), i.e. there exists an index i such that

αj = α0j for all j<i, and αi > α0i.

The lexicographic order of an angle vector of a triangulation can be
increased by successive operations called edge-flips. This technique
also avoids the computation of vertex angles.

Lemma 23 Consider two adjacent coplanar triangles with vertices
p1, p2, p3 and p2, p3, p4 and common edge p2, p3. If p4 lies inside the
circumcircle through p1, p2, p3 then the angle-vector can be increased
by exchanging edge p2, p3 with edge p1, p4 ( edge flip). Furthermore, if
the four points lie on a common circle, then both diagonal edges are
fine.

p3

p1

p2

p4

p3

p1

p2

p4

Edge flip criterium.
Proof. Thales theorem allows to restrict the proof to a most sym-
metric situation from which the lemma follows by checking angles.
Let a = (a1, a2) be the coordinates of four vertices of a planar, convex
quadrilateral {a, b, c, d}, then it is easy to check that the edge bd must
be flipped if and only if

det


a1 a2 a21 + a

2
2 1

b1 b2 b21 + b
2
2 1

c1 c2 c21 + c
2
2 1

d1 d2 d21 + d
2
2 1

 > 0

For non-planar quadrilaterals in space a possible criterion is: the edge
bd must be flipped if

α+ δ > β + γ.

¤

Definition 24 A planar triangulation T of a point set P is Delaunay
if the circumcircle of each triangle does not contain any point of P
in its interior. This condition for being Delaunay is called the sphere
test.

Obviously, any Delaunay triangulation is edge-optimal, and Lawson
[72] showed that an edge-optimal triangulation is a Delaunay trian-
gulation. Any angle-optimal triangulation is edge-optimal and there-
fore a Delaunay triangulation, and Delaunay triangulations are angle-
optimal, if no four adjacent vertices of P lie on a circle. If four vertices
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of P lie on a circle then, at least, the Delaunay triangulation max-
imizes the minimum angle over all triangulations of P . Since any
two triangulations of a planar point set can be transformed into each
other [71], one can convert any initial triangulation to a Delaunay
triangulation with the following edge swapping algorithm of Lawson
[72]:

Algorithm 25 (Lawson 1977) Let P be a given planar point set
and a triangulation T 0. Then the triangulation can be converted to
a Delaunay triangulation T by a finite number of edge-flips, and T
maximizes the minimal angle. Furthermore, if no four vertices of P
lie on a common circle then T is angle-optimal.

This algorithm is ensured to terminate since the number of possible
angles in a triangulation is finite and in each edge flip the minimal
angle is increased. We call such a triangulation edge-optimal. The
algorithm is rather slow but stable and easy to implement.

Remark 26 There should be some caution when using edge flips on
non-planar surfaces in 3d space. On curved surfaces edge-flips may
easily lead to degenerate situation even if care is taken on the va-
lence of vertices. For example, the torus shown in the side figure is
converted into a degenerate shape using a few edge-flips.

A 3d geometry may degener-
ate through edge flips.

If there is no initial triangulation of a point set P then there exist
different algorithms for the direct construction of a Delaunay trian-
gulation. For example, the algorithm of Watson [118] is based on
inserting a point in an already existing Delaunay triangulation

1. Construct a triangle which covers the convex hull of the given
point set P . This single triangle is a simple Delaunay triangu-
lation, and it will be removed later.

2. Insert a point of P in the existing triangulation and make the
triangulation again Delaunay.

3. If all points of P have been inserted then remove the original
triangle, otherwise continue with step 2.

The crucial work is done in step 2. If the new vertex lies inside a
triangle then the triangle is split into three new triangles and the three
old edges must be legalized. If the new vertex lies on an edge, then
both triangles are bisected and the four old edges must be legalized.
Of course, the legalization must be continued if edges are flipped. A
further optimization considers sorting the point set P .

19



1.5. Grids in Numerics and Graphics 1. Introduction to Polyhedral Meshes

It is possible to build the Delaunay triangulation of a set of n points
in Rd in O(n logn + nd d2e) expected time. The second term is the
maximum number of possible simplices. In practice, the running time
is much faster. A brute force algorithm starts with a simplex whose
vertices are ”at infinity”, and adds a new vertex at each step while
maintaining the Delaunay property through edge flips.
It should be noted that the Delaunay triangulation of a point set
P contains interesting subgraphs, for example, the minimum span-
ning tree of P which connects all points of P with a set of edges of
minimum total length.

1.5.2 Voronoi Diagrams

The Voronoi diagram of a set of points P ⊂ Ω ⊂ Rd is a partitioning
of Ω into cells where each cell ci consists of the set of points q ∈ Rd
which are closest to pi. Finding a Voronoi diagram is often also called
the Post Office Problem. A good introduction is the book by de Berg
et al. [28] on computational geometry.
A promising strategy for tessellating the domain Ω with a given set
of points P might associate to each point p a catchment area V (p)
of points closer to p than to any other point of P . For example, if
P is the locations of good suppliers and Ω the region with people
demanding goods, then for each supplier p the Voronoi region V (p) is
the area where people most efficiently go to location p for shopping.
Formally,

Definition 27 If P is a point set in a domain Ω and p ∈ P . Then
the Voronoi region V (p) ⊂ Ω is

V (p) =

½
r ∈ Ω

¯̄̄̄
d(p, r) = min

q∈P
d(q, r)

¾
.

The Voronoi diagram V (P ) consists of the boundaries of all Voronoi
regions V (p) with p ∈ P .
The boundaries of all Voronoi regions are the Voronoi graph of the
Voronoi diagram. Each interior point on an edge of the Voronoi graph
has the same distance to exactly two points p, q of P , and it is closer
to p and q than to any other point in P . Each vertex v of the Voronoi
graph is the midpoint of the circumcircle of n points p1, p2, p3, .., pn
of P where n is the number of edges at v, respectively the number
cells at v, and the circumcircle contains no point of P in its interior.
If all vertices of the Voronoi graph have valence 3 then each triple
(p1, p2, p3) is a Delaunay triangle.
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Theorem 28 Let V (P ) be the Voronoi diagram of a planar point set
P and let {pi, pj , pk} ⊂ P represent three sites.

1. A point q is a vertex of the Voronoi diagram V (P ) if and only
if its largest empty circle C(q) contains three or more points of
P on its boundary.

2. The bisector between two sites pi and pj is an edge of the dia-
gram if and only if there exists a point q on the bisector such
that the circle C(q) with center q through pi and pj contains no
other point of P in its interior and on its boundary.

The best algorithms to compute the vertices of the Voronoi diagram
of a set of n-sites P spend O(n log n) time.
The Delaunay graph of a point set P is a triangulation dual to the
Voronoi diagram, and each edge of the Voronoi diagram is the mid-
perpendicular of a Delaunay edge connecting both sites.

1.5.3 α−Shapes
α−shapes were introduced in the plane by Edelsbrunner et al. [40]
in 1983 to provide a continuous transition from the set of vertices
through a growing shape to the convex hull. The original definition
was later extended to three-dimensional space [41]. Let P be a set
of points and T its Delaunay triangulation. Each simplex σ ∈ T
is assigned a size s(σ) which is the radius of the smallest sphere
enclosing σ. σ is called conflict-free if the smallest sphere does not
contain any other point of P other than the vertices of σ.

Definition 29 The α−shape of a point set P with α ∈ R+0 is a sub-
complex

P
α of the Delaunay triangulation T consisting of all sim-

plices σ ∈ T with size s(σ) < α and which are conflict-free, as well
as all their subsimplices.

The 0−shape consists of the set P of all vertices, and the ∞−shape
consists of the convex hull of P . If P is finite then the family of
α−shapes is finite too.

1.6 Finite Element Spaces

Piecewise polynomial functions on simplicial surfaces conceptually
fall into the category of finite element spaces. Here we briefly recall
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the most basic functions space relevant for our later work. See the
books [27][21] for an introduction.

φ

p

Basis function on manifold.

Definition 30 On a simplicial surface Mh we define the function
space Sh of conforming finite elements:

Sh :=
©
v :Mh → Rd

¯̄
v ∈ C0(Mh) and v is linear on each triangle

ª
Sh is a finite dimensional space spanned by the Lagrange basis func-
tions {ϕ1, ..,ϕn} corresponding to the set of vertices {p1, ..., pn} of
Mh, that is for each vertex pi we have a function

ϕi :Mh → R, ϕi ∈ Sh
ϕi(pj) = δij ∀i, j ∈ {1, .., n}
ϕi is linear on each triangle

(1.11)

where {p1, ..., pn} is the set of interior vertices of Mh. Then each
function uh ∈ Sh has a unique representation

uh(p) =
nX
j=1

ujϕj(p) ∀ p ∈Mh

where uj = uh(pj) ∈ Rd. The function uh is uniquely determined by
its nodal vector (u1, ..., un) ∈ Rdn.
Sometimes we will also use piecewise higher-order polynomial repre-
sentations described in a similar way with different basis functions.
Note that any component function of a function v ∈ Sh has bounded
Sobolev H1 norm.

1.6.1 Non-Conforming Finite Elements

In our later investigations the following space of non-conforming finite
elements, see [27][21] for a detailed discussion, plays an important
role. Since these spaces include discontinuous functions their use is
often titled as a variational crime in the finite element literature.
In our settings, non-conforming functions naturally appear as the
correct spaces for our later considerations on constant mean curvature
surfaces.

Definition 31 For a simplicial surface Mh, we define the space of
non-conforming finite elements by

S∗h :=

½
v :Mh → Rd

¯̄̄̄
v|T is linear for each T ∈Mh, and
v is continuous at all edge midpoints

¾
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The space S∗h is no longer a finite dimensional subspace of H
1(Mh)

as in the case of conforming elements, but S∗h is a superset of Sh.
Let {mi} denote the set of edge midpoints of Mh, then for each edge
midpoint mi we have a basis function

ψi :Mh → R ψi ∈ S∗h
ψi(mj) = δij ∀ i, j ∈ {1, 2, ..}
ψi is linear on each triangle.

(1.12)

The support of a function ψi consists of the (at most two) triangles
adjacent to the edge ei, and ψi is usually not continuous onMh. Each
function v ∈ S∗h has a representation

vh(p) =
X

edges ei

viψi(p) ∀ p ∈Mh

where vi = vh(mi) is the value of vh at the edge midpoint mi of ei.
Let Mh ⊂ Rm be a conforming triangulation with vertices V =
{p1, p2, ...} and edge midpoints E = {m1,m2, ...}. For a given triangle
t ∈Mh with vertices {pt1 , pt2 , pt3} and edge midpoints {mt1 ,mt2 ,mt3}
we have the following elementary correspondence

1

2

 0 1 1
1 0 1
1 1 0

 pt1
pt2
pt3

 =

 mt1

mt2

mt3

 (1.13)

respectively  −1 1 1
1 −1 1
1 1 −1

 mt1

mt2

mt3

 =

 pt1
pt2
pt3

 . (1.14)

We will also use the term non-conforming surface to denote a simpli-
cial surface where adjacent triangles are connected at the midpoint
of their common edge but may be twisted. Further, the correspond-
ing edges of two adjacent triangles must have the same length. Such
surfaces may be considered as images of a non-conforming map from
a simplicial surface, therefore, we often do not distinguish between a
non-conforming surface and a non-conforming map.
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2

Discrete Geodesics on Polyhedral
Surfaces

Geodesics on smooth surfaces are the straightest and locally shortest
curves. They generalize the concept of Euclidean straight lines and
play a fundamental role in the study of smoothly curved manifolds.
Two basic properties are responsible for their importance: first, the
length minimization property provides a solution of the boundary
value problem of connecting two given points on a manifold with a
locally shortest curve. Second, geodesics solve the initial value prob-
lem which states, that from any point of a manifold there starts a
unique geodesic in any direction. On smooth surfaces geodesics pos-
sess both properties simultaneously, in contrast to the situation on
polyhedral surfaces as we will show in this section.
Here we will generalize the notion of geodesics to polyhedral sur-
faces which leads to the idea of straightest curves on two-dimensional
polyhedral surfaces, as opposed to the concepts of locally shortest
and quasi-geodesics. Such straightest geodesics will uniquely solve
the initial value problem on polyhedral surfaces, and therefore allow
to move uniquely on a polyhedral surface in a given direction along
a straightest geodesic until the boundary is reached, a property not
available for locally shortest geodesics. An application of straightest
geodesics is the definition of parallel translation of vectors and higher
order numerical integration methods for tangential vector fields. This
allows the extension of Runge Kutta methods to polyhedral surfaces.



2. Discrete Geodesics on Polyhedral Surfaces

We consider polyhedral surfaces as two-dimensional simplicial com-
plexes consisting of triangles. Each triangle has a flat metric and the
common edge of two adjacent triangles has the same length in both
triangles. The definition of a metric on the polyhedral surface only
requires the specification of edge lengths and does not refer to an im-
mersion of the surface in an ambient space. This intrinsic approach
allows the definition of straightest geodesics, discrete geodesic curva-
ture, vector fields, and parallel translation of vectors in terms of the
geometric data of the surface, such as edge lengths, triangle angles,
and discrete curvature properties.
Geodesics on polyhedral surfaces were intensively studied using dif-
ferent definitions. The Russian school of A.D. Alexandrov [1] defines
geodesics on polyhedral surfaces as locally shortest curves which leads
to important implications in the study of non-regular and regular
differential geometry. But shortest geodesics cannot be extended as
shortest curves across a spherical vertex with positive Gauß curvature
as, for example, the vertex of a cube. Beyond a hyperbolic vertex with
negative Gauß curvature there even exists a continuum of extensions.
Therefore, shortest geodesics fail to solve the initial value problem
for geodesics at vertices of a polyhedral surface.
A.D. Alexandrov also introduced the concept of quasi-geodesics which
are limit curves of geodesics on a family of converging smooth sur-
faces. They form a wider class than shortest geodesics and were
amongst others studied by Pogorelov [89] on convex polyhedral sur-
faces. A quasi-geodesic through a spherical vertex is a curve with right
and left angles both less than π, and therefore an inbound direction
has multiple extensions.
Shortest geodesics appear in many practical applications. For exam-
ple, the optimal movement of a robot should have minimal length in
its parameter space. Such discrete minimization problems are studied
in computational geometry, see for example Dijkstra [33], Sharir and
Schorr [113], and Mitchell et al. [78] for efficient algorithms on the
computation of the shortest path in graphs and in polyhedral spaces
with respect to the edge metric.
In section 2.1 we start with a review of geodesics on smooth sur-
faces, especially since some of their properties differ from those of
geodesics on polyhedral surfaces. Straightest geodesics are defined in
section 2.2 and discussed as solutions of the initial value problem.
In section 2.3 we imbed the notion of straightest lines into the con-
cept of discrete geodesic curvature of arbitrary curves on polyhedral
surfaces. This general setting is more appropriate for our later discus-
sions, and straightest geodesics turn out to be those class of curves
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FIGURE 2.1. Combinatorial distance circles via Dijkstra (left) and geodesic
flow via straightest geodesics (right).

with vanishing discrete geodesic curvature. As a validation of the de-
finition we prove an extended version of the polygonal Gauß-Bonnet
theorem which uses our notion of discrete geodesic curvature. In sec-
tion 2.4 we apply the concept to the definition of parallel translation
of tangential vector fields and in section 2.4.1 we generalize Runge
Kutta methods to the numerical integration of ordinary differential
equations on polyhedral surfaces.
The techniques described in this chapter have been applied, for ex-
ample, in the simulation of a fire front on a surface [75] by Lee et
al., or in the simulation of surface flows in the video Geodesics and
Waves [101]. The numerics were originally developed for the study
of magnetic fields on aircrafts within the visualization environment
Oorange [53], and now exist as a web-based JavaView application
service [92][93]. The material in this section is a unified presentation
of work by Polthier and Schmies [99] and [100].

2.1 Review of Smooth Geodesics

Geodesics on smooth surfaces can be characterized by different equiv-
alent properties. The generalized properties on polyhedral surfaces
will no longer be equivalent and lead to different classes of discrete
geodesics. The following material can be found in many introductory
text books on differential geometry, see for example [25].
Let M be a smooth surface and γ : I = [a, b] → M a curve para-
metrized over an interval I. To avoid accelerations tangential to the
curve we assume arc length parametrization, i.e. the tangent vector
has constant length |γ0| = 1. A curve γ is called locally shortest if it
is a critical point of the length functional L(γ|[a,b]) := length(γ|[a,b])
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with respect to variations tangential to M which leave the endpoints
fixed. Formally, if φ : I → TγM is a tangential vector field along γ
with φ(a) = 0 and φ(b) = 0, then we have ∂

∂εL(γ + εφ)|ε=0 = 0. A
critical point of the length functional is usually not a global minimizer
compared to curves with the same endpoints.
On smooth manifolds the length minimizing property of geodesics
can be reformulated as an ordinary differential equation for γ, namely
γ00(s)tan M = 0, the Euler-Lagrange equations of the variational prob-
lem.
The curvature κ(s) = |γ00(s)| of a curve measures the infinitesimal
turning of the tangent vector at every point γ(s). For curves γ on
surfaces M ⊂ R3, the curvature can be decomposed into the curve’s
bending in the normal direction n of the surface and its bending in
the tangent space in direction of the binormal b. This decomposition
leads to the definition of the geodesic curvature κg and the normal
curvature κn of a curve:

κ2(s) = |γ00(s)|2 (2.1)

=
¯̄
γ00(s)tan M

¯̄2
+
¯̄
γ00(s)nor M

¯̄2
= κ2g(s) + κ2n(s).

Here γ00tan M denotes the tangential and γ00nor M the normal compo-
nent of the second derivative. The geodesic curvature κg of a curve γ
measures the tangential acceleration. If κg = 0 then the curve varies
up to second order only in direction of the surface normal, therefore
it is a straightest curve on the surface. The normal curvature κn is
related with the bending of the surface itself and can be neglected
from an intrinsic point of view.

FIGURE 2.2. Geodesic and normal curvature of a curve on a smooth sur-
face.
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Summarizing, one characterizes smooth geodesics as follows:

Definition 32 LetM be a smooth two-dimensional surface. A smooth
curve γ : I → M with |γ0| = 1 is a geodesic if one of the equivalent
properties holds:

1. γ is a locally shortest curve.

2. γ00 is parallel to the surface normal, i.e.

γ00(s)tan M = 0. (2.2)

3. γ has vanishing geodesic curvature κg = 0.

In Section 2.2 we will consider geodesics on polyhedral surfaces and
notice that the polygonal equivalents of the above properties lead to
different notions of discrete geodesics.
For later comparison with the discrete case we mention two unique-
ness properties of geodesics. The boundary value problem for geodes-
ics usually has no unique solution, for example, there exists a locally
shortest curve in any homotopy class. Instead, the initial value prob-
lem corresponding to Equation (2.2) has a unique solution which
follows from the unique solvability of Lipschitz-continuous ordinary
differential equations:

Lemma 33 Let M be a smooth manifold. Then for any point p ∈
◦
M

in the interior of M and any tangent direction v ∈ TpM the initial
value problem

γ00(s)tan M = 0 (2.3)

γ(0) = p

γ0(0) = v

has a unique solution γ : [0, `) → M , where ` is the length of the
maximal interval of existence.

2.2 Discrete Straightest Geodesics

The concept of shortest geodesics in graphs, polyhedral manifolds,
and more general length spaces has been studied by a number of au-
thors in different fields, see for example [33][78][1][2]. For applications
related to vector fields, this concept has a central missing property,
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namely, the initial value problem for geodesics is not uniquely solv-
able and, in some cases, has no solution: first, no shortest geodesics
can be extended through a spherical vertex since it could be short-
ened by moving off the corner, and second, there exists a family of
possible extensions of a geodesic as a shortest curve through a hyper-
bolic vertex: every extension with curve angles θl, θr ∈ [π, θ − π] is
locally shortest where θ is the total vertex angle. See Lemma 37 and
Figure 2.3.
Quasi-geodesics are a different approach introduced by A.D. Alexan-
drov (see the references to the original Russian literature in [1])
and later investigated by Pogorelov [89] and others. They are de-
fined as limit sets of smooth geodesics when smooth surfaces ap-
proximate, for example, a polyhedral surface. On polyhedral surfaces
quasi-geodesics are characterized by their fulfillment of the inequal-
ity |π − θl| + |π − θr| − |2π − θl − θr| ≥ 0 at each point, where θl
and θr are the two angles of the curve, and θl + θr = θ is the total
vertex angle of the point. Compare Figure 2.3 for the notation. At
hyperbolic vertices with θ > 2π the definition is identical to that for
shortest geodesics, while at spherical vertices with θ < 2π curves with
π − θl ≥ 0 and π − θr ≥ 0 are quasi-geodesics.
This approach to discrete geodesics on polyhedral surfaces concen-
trates on the property of a curve to be straightest rather than locally
shortest. Both properties are equivalent for geodesics on smooth sur-
faces, as mentioned in Section 2.1, but locally shortest curves on
polygonal surfaces do not allow a unique extension, for example, be-
yond spherical vertices of the surface. The original motivation for
this study was to define a unique way to move straight ahead in a
given direction on a polyhedral surface. Applications are, for example,
the tracing of moving particles restricted to flow along a polyhedral
surface, the solution of initial value problems on polyhedral surfaces
related with given tangential vector fields, and the intrinsic general-
ization of numerical algorithms for ordinary differential equations to
polygonal surfaces.
In the following definition we introduce straightest geodesics as a
new class of discrete geodesics on polyhedral surfaces. This class has
a non-empty intersection with the set of shortest geodesics, and it is
a subset of quasi-geodesics.

Definition 34 Let Mh be a polyhedral surface and γ ⊂Mh a curve.
Then γ is a straightest geodesic on Mh if for each point p ∈ γ the
left and right curve angles θl and θr at p are equal, see Figure 2.3.
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FIGURE 2.3. Notion of left and right curve angles θl and θr with θl+θr = θ.

A straightest geodesic in the interior of a face is locally a straight line,
and across an edge it has equal angles on opposite sides as shown
in Figure 2.3. The definition of straightest geodesics on faces and
through edges is identical to the concept of shortest geodesics but at
vertices the concepts differ. Our definition fits into the more general
discussion of discrete geodesic curvature of curves on a polyhedral
surface which will be discussed in Section 2.3.
The following theorem shows the unique solvability of the initial value
problem for straightest geodesics. To state the problem we start with
the notion of a tangent vector on a polyhedral surface:

Definition 35 Let Mh be a polyhedral surface and p ∈ Mh a point.
A polyhedral tangent vector v with base point p lies in the plane of an
adjacent face and locally points into the face. The polyhedral tangent
space TpMh consists of all polyhedral tangent vectors at p.

We remark, that the polyhedral tangent bundle TMh can be equipped
with the structure of a topological vector bundle by introducing nor-
malized angles as in Definition 43, but do not pursue this property
here. Instead, we use the fact that polyhedral tangent vectors are
characterized solely by intrinsic properties of the geometry rather
than by reference to an ambient space.

Theorem 36 (Discrete Initial Value Problem) LetMh be a poly-
hedral surface and p ∈ Mh a point with polyhedral tangent vector
v ∈ TpMh. Then there exists a unique straightest geodesic γ with

γ(0) = p (2.4)

γ0(0) = v,
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FIGURE 2.4. Straightest geodesics are defined to have equal angle on both
sides at each point. On planar faces they are straight lines, and across
edges they have equal angle on opposite sides. Straightest geodesics can be
extended through polyhedral vertices, a property not available for shortest
geodesics.

and the geodesic extends to the boundary of Mh.

Proof. There exists a face f of Mh which contains the initial point
p and, for a small number ε > 0, the straight line γ(t) := p+ tv with
t ∈ [0, ε). γ is a straightest geodesic and a solution of Equation 2.4.
If we extend γ beyond the small interval and γ reaches an edge or a
vertex of Mh for larger values of t then Definition 34 of straightest
geodesics uniquely defines how to extend γ beyond the edge or vertex.
That is to proceed in that direction for which the left and right curve
angles of γ at the vertex are equal. ¤

FIGURE 2.5. Locally shortest geodesics cannot be extended through a
spherical vertex p and there exist multiple continuations at a hyperbolic
vertex q.

The concepts of straightest and shortest geodesics differ on polyhe-
dral surfaces. For example, as shown in the following lemma, the
theorem above does not hold for locally shortest geodesics approach-
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ing a spherical or hyperbolic vertex. As long as a geodesic γ does
not meet a vertex of a polyhedral surface both concepts are equal
and γ is both, straightest and locally shortest. The following lemma
comprehends the differences:

Lemma 37 On a polyhedral surface Mh the concepts of straightest
and locally shortest geodesics differ in the following way (see Figure
2.5):

1. A geodesic γ containing no surface vertex is both straightest and
locally shortest.

2. A straightest geodesic γ through a spherical vertex is not locally
shortest. More general, there exists no locally shortest geodesic
through a spherical vertex.

3. There exists a family of shortest geodesics γθ through a hyper-
bolic vertex with the same inbound direction. Only one of the
shortest geodesics extends the inbound direction as straightest
geodesic.

4. Straightest geodesics do not solve the boundary value problem
for geodesics since there exist shadow regions in the neighbour-
hood of a hyperbolic vertex where two points cannot be joined
by a straightest geodesic.

Proof. Ad 1.) We unfold the faces met by the geodesic to an isomet-
ric strip of faces in the Euclidean plane. The geodesic γ is unfolded
to a Euclidean straight line in the interior of the strip which is locally
shortest and fulfills the angle condition of Definition 34.
Ad 2.) Let γ be a polygon through a spherical vertex with curvature
K > 0. We unfold the adjacent faces to a planar domain by cutting
along the outbound direction of γ. The image of γ in the plane has
right and left vertex angles α and β such that α + β = θ < 2π.
From this follows that either α or β is less than π, and therefore γ
can be shortened by smoothing the corner on the side with smaller
angle as shown on the left in Figure 2.5. As a consequence straightest
geodesics through a spherical vertex are not locally shortest.
Ad 3.) A hyperbolic vertex has curvatureK < 0. Let γ0 be the unique
straightest geodesic though the vertex which extends the inbound
direction. We unfold the adjacent faces to a planar domain by cutting
along the outbound direction of γ0, then γ0 has a curve angle

θ
2 =

π − K
2 > π at both sides of the corner. Assume a curve with the

same inbound but a different outbound direction. Whenever both
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angles between the inbound and outbound direction are bigger than
or equal to π, we cannot locally shorten the curve. Therefore all such
curves are locally shortest. ¤
Note, the equality of the concepts of shortest and straightest on the
whole surface outside the set of vertices, which is a set of measure
zero, should not lead to the conclusion that both concepts are equal
in some weak sense. In contrast, it emphasises again the fact that the
geometry of a polyhedral surface is concentrated at the vertices - like
the Gauss curvature is concentrated at the vertices.

2.3 Discrete Geodesic Curvature

We define the notion of geodesic curvature of curves on piecewise
linear surfaces. The major aim in mind is the later definition of par-
allel translation of vectors along arbitrary curves. As a by-product,
the vanishing geodesic curvature gives another characterization of
straightest geodesics. The definition will simplify to the known dis-
crete curvature of polygons in the Euclidean plane. Further, a Gauß-
Bonnet equation will hold in a more general case incorporating the
discrete geodesic curvature of the boundary. In the following, we as-
sume curves to be piecewise linear on faces with well-defined poly-
hedral tangent directions at the edges and vertices of the surface.
Similar to the discrete Gauß curvature for surfaces, the discrete geo-
desic curvature is the equivalent of the total geodesic curvature of
smooth surfaces.

FIGURE 2.6. The discrete geodesic curvature of a curve γ is the normalized
angle between γ and a discrete straightest geodesic δ.

Definition 38 Let γ be a curve on a polyhedral surface Mh. Let θ
be the total vertex angle and β one of the two curve angles of γ at p.
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Then the discrete geodesic curvature κg of γ at p is given by

κg =
2π

θ

µ
θ

2
− β

¶
. (2.5)

Choosing the other curve angle β0 = θ − β changes the sign of κg.

Remark 39 1.) Let γ be a polygon in the Euclidean plane and p ∈ γ
be a vertex with curve angle β. Then the discrete geodesic curvature
equals the exterior angle θ

2 − β, i.e. the discrete curvature of γ at p.
2.) LetMh be a polyhedral surface and let γ go straight in and directly
go back from a vertex p ∈Mh, i.e. β = 0. Then the geodesic curvature
of γ at p is κg = π, i.e. it can be measured in the Euclidean face and
without influence of the vertex angle θ at p.
3.) Shortest geodesics through a hyperbolic vertex with total vertex
angle θ > 2π have a geodesic curvature κg ∈

£−π(1− 2π
θ ),π(1− 2π

θ )
¤
.

Using the notion of discrete geodesic curvature we obtain a new char-
acterization of straightest geodesics since they have β = θ

2 as bisector
of the the total vertex angle θ.

Lemma 40 Let Mh be a polyhedral surface and γ ⊂ Mh a curve.
Then γ is a straightest geodesic if and only if γ has vanishing discrete
geodesic curvature.

Straightest geodesics are natural generalizations of straight lines in
Euclidean space. For example, geodesic triangles on surfaces can be
defined as simply connected regions bounded by three straightest
segments, and geodesic polygons as piecewise straightest curves.
The Gauß-Bonnet theorem relates the topology and geometry of a
surface. It is a remarkable consequence of the definition of discrete
geodesic curvature that this fundamental theorem still holds. In fact,
one can even reverse the arguments and derive our formula for geo-
desic curvature from the requirement that the equation of Gauß-
Bonnet should hold.
There have been different formulations of the Gauß-Bonnet theorem
on polyhedral surfaces, each expressing the Euler characteristic χ(Ω)
of a domain Ω using different curvature terms. Among the first ver-
sions for compact polyhedral surfaces was Allendörfer and Weil [3].
Later Banchoff [4][5] related the discrete Gauß curvature with a poly-
hedral Morse theory on embedded polyhedra. Reshetnyak [103] covers
polyhedral domain with boundary. He uses the Gauß curvature of in-
terior vertices, and defines the curvature of the boundary curve by
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κ = π − β, where β is the inner curve angle of the boundary. Implic-
itly he assumes Gauß curvature K = 0 at boundary vertices. In our
approach we allow a non-vanishing Gauß curvature also at bound-
ary vertices which allows an application of the theorem to a more
general class of domains. In some sense, we split the boundary curva-
ture in two components, a geodesic curvature of the boundary curve
and a partial Gauß curvature, where the vertices p ∈ ∂Ω contribute
to the total Gauß curvature of Ω. The following natural definition
determines the contribution of boundary vertices to the total Gauß
curvature of Ω. The contribution is proportional to the curve angle
β:

Definition 41 Let Ω ⊂Mh be a domain on a polyhedral surface with
boundary Γ = ∂Ω. If θ(p) is the total vertex angle and β(p) the inner
curve angle at a vertex p ∈ Γ, then the partial Gauß curvature K|Ω
of Ω at p is proportional to β:

K|Ω(p) =
β

θ
K(p). (2.6)

If β = 0 then the vertex has no partial Gauß curvature, and β = θ
leads to a full contribution of the total Gauß curvature K = 2π−θ to
Ω. In the following we simplify the notation by omitting the subindex
|Ω.

Theorem 42 (Discrete Gauß-Bonnet) LetMh be a polyhedral sur-
face and Ω ⊂ Mh a domain with boundary curve Γ and Euler char-
acteristic χ(Ω). Then the equationX

p∈Ω̄

K(p) + κg(Γ) = 2πχ(Ω) (2.7)

holds where the total Gauß curvature of Ω includes the partial Gauß
curvature at boundary points. If Γ is piecewise straightest then the
total geodesic curvature is the sum of the geodesic curvature at the
vertices of Γ.

Proof. For the proof we use the versionX
p∈
◦
Ω

K(p) +
X
p∈Γ

(π − β(p)) = 2πχ(Ω)

proved by Reshetnyak [103] where only interior vertices of Ω con-
tribute to the total Gauß curvature. Let p ∈ Γ be a boundary vertex,
then we have the splitting

K|Ω(p)− κg(p) = π − β(p)
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which proves the assumption. Basically, Reshetnyak’s version assumes
Gauß curvature zero at boundary vertices while we make a finer dis-
tinction allowing non-zero Gauß curvature, i.e. allow to consider do-
mains taken from a curved polyhedral surface. ¤

FIGURE 2.7. Polyhedral version of the Gauss-Bonnet theorem employing
the notion of discrete geodesic curvature of the boundary curve.

The following sections provide some applications of the knowledge of
discrete geodesic curvature.

2.4 Parallel Translation of Vectors

Numerical methods for the integration of ordinary differential equa-
tions rely on the possibility of parallel translation of vectors in the
Euclidean plane. For example, higher order Runge-Kutta methods
do several trial shots in a single integration step to compute the fi-
nal shooting direction which is then translated to the current initial
point. When transferring such integration methods to surfaces, it is
necessary to compare vectors with different base points on the curved
surface.
We use the notion of polyhedral tangent vectors formulated in De-
finition 35 and define an intrinsic version of parallel translation of
vectors which uses no ambient space as reference. We start with two
definitions of angles:

Definition 43 Let Mh be a polyhedral surface and p ∈ Mh a point
with total vertex angle θ. The Euclidean angle ](v,w) between tan-
gent vectors v, w ∈ TpMh is the angle between corresponding vectors
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in the unfolded neighbourhood of p measured in R2, i.e. ](v, w) ∈£− θ
2 ,

θ
2

¤
. The normalized angle α(v, w) is obtained by scaling:

α(v, w) :=
2π

θ
](v, w). (2.8)

The Euclidean and normalized angles are identical except at vertices
of the surface. In practical applications one measures the Euclidean
angle, and then uses the normalized angle to avoid case distinctions
at vertices of the surface. Usage of the normalized angle considerably
simplifies statements, for example, on the sum of angles in a geodesic
triangle:

Lemma 44 Let ∆ be a geodesic triangle on a polyhedral surface Mh

whose edges are straightest segments. If α1, α2, and α3 are the nor-
malized angles of ∆ then we have

α1 + α2 + α3 − π =

Z
∆

K (2.9)

where the Gauß curvature K on ∆ includes the partial Gauß curva-
ture along the edges of ∆.

Proof. Denote the Euclidean angles of ∆ with βi and the vertex
angles with θi. Then the geodesic curvature of the boundary of ∆ at
one of its vertices of Mh is given by

κg =
2π

θ

µ
θ

2
− β

¶
= π − α (2.10)

and the assumption follows directly from the discrete Gauß-Bonnet
equation (2.7). ¤
On polyhedral surfaces we can use the concept of straightest geodesics
and normalized angles to define the parallel translation of vectors
along geodesics and arbitrary other curves similar to the smooth case.
For the definition, we use a formula which is well-known for curves
on smooth surfaces.

Definition 45 Let γ : I →Mh be a polygonal curve on a polyhedral
surface Mh with γ(0) = p and geodesic curvature κg. Let v0 ∈ TpMh

be a tangent vector with normalized angle α(0) := 2π
θ(p)](v0, γ0(0)).

Then v0 uniquely extends to a parallel vector field v with v(s) ∈
Tγ(s)Mh along γ with v(0) = v0. v(s) is defined by the normalized
angle α(s) it encloses with γ0(s):

α(s) = α(0) +

Z s

0

κg(t)dt. (2.11)

38



2. Discrete Geodesics on Polyhedral Surfaces 2.4. Parallel Translation of Vectors

FIGURE 2.8. Parallel translation of vectors along straightest geodesics
γ1,γ2 and an arbitrary curve δ.

Lemma 46 Let γ : I → Mh be a parametrized straightest geodesic
on a polyhedral surface Mh. A tangential vector field v : I → TMh

with v(s) ∈ Tγ(s)Mh is a parallel vector field along γ if the normalized
angle α(v(s), γ0(s)) is constant.

Another consequence follows directly from the Gauß-Bonnet formula
42:

Lemma 47 Let γ : [0, `]→Mh be a polygonal curve on a polyhedral
surfaceMh enclosing a domain Ω ⊂Mh. Then the parallel translation
of any vector around γ leads to a defect between the normalized angles

α(s)− α(0) = 2πχ(Ω)−
X
p∈Ω̄

K(p)

where the total curvature includes the partial Gauß curvature of ver-
tices on γ.

2.4.1 Geodesic Runge Kutta

The tracing of particles on a surface by integrating a given vector field
with Euler or Runge Kutta methods requires an additional effort
to keep the trace on the surface. For example, one may use local
coordinate charts of a surface to transform the integration to a planar
Euclidean domain. Here the metrical distortion between surface and
Euclidean domain must be incorporated, and a preprocessing step to
generate the charts and transitions between neighbouring charts is
required.
If the vector field is given on a curved surface in an ambient space,
say R3, then a usual tangent vector “points into the ambient space”,
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leading the numerical particle trace off the surface unless additional
projection methods are employed.
The concepts of straightest geodesics and polyhedral tangent vectors
offer an intrinsic access to solve these problems. In Euclidean meth-
ods, the vector v|γ(s) is interpreted as a tangent vector to the particle
trace γ(s), and the straight line through γ(s) with direction v|γ(s) is
the first order approximation of γ. The idea on surfaces is to use poly-
hedral tangent vectors defined in 35 and to replace the straight line
with a straightest geodesic through γ(s) and initial direction v|γ(s).

Algorithm 48 (Geodesic Euler Method) Let Mh be a polyhe-
dral surface with a polyhedral tangential vector field v on Mh. Let
y0 ∈ Mh be an initial point, and h > 0 a possibly varying stepsize.
For each point p ∈ Mh let δ(t, p, v(p)) denote the unique straightest
geodesic through p with initial direction v(p) and evaluated at the pa-
rameter value t. A single iteration step of the geodesic Euler method
is given by

yi+1 := δ(h, yi,v(yi)). (2.12)

This produces a sequence of points {y0, y1, ...} on Mh which are con-
nected by straightest geodesic segments of length h. For each i ∈
{0, 1, ...} we define

γ(ih+ t) := δ(t, yi,v(yi)), t ∈ [0, h] (2.13)

and obtain a piecewise straightest, continuous curve γ : [0, `) → Mh

of some length ` such that each segment γ|[ih, (i+1)h] is a straightest
geodesic.

The definition of the geodesic Euler method is intrinsic and no pro-
jection of the tangent vectors or tangent directions onto the surface
are required during integration. If the original vector field is not a
polyhedral tangential field then an initial generation of a polyhedral
tangential vector field is required in a preprocessing step, however,
this step is part of the formulation of the numerical problem and not
of the integration method.
Using the concept of parallel translation it is straight forward to
define higher order integration methods in a similar intrinsic way. For
simplicity, we restrict to a 4-th order geodesic Runge Kutta method:

Algorithm 49 (Geodesic Runge Kutta Method) Let Mh be a
polyhedral surface with a polyhedral tangential vector field v on Mh.
Let y0 ∈ Mh be an initial point, and let h > 0 a possibly varying
stepsize. For each point p ∈ Mh let δ(t, p, v(p)) denote the unique
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FIGURE 2.9. The two piecewise straightest geodesics are solutions com-
puted with the geodesic Euler method (outer curve, stepsize h) and 4th
order Runge Kutta method (inner curve, stepsize 4h). Note, that the geo-
desic segments extend across triangle edges and vertices. Also, a compar-
ison with the underlying flow shows the expected better approximation
quality of the geodesic Runge Kutta method.

straightest geodesic through p with initial direction v(p) and evaluated
at the parameter value t. A single iteration step of the geodesic Runge
Kutta method is given by

yi+1 := δ(h, yi,vi) (2.14)

where the direction vi is a polyhedral tangent vector at yi obtained as
follows: we denote the parallel translation of vectors along a geodesic
δ to δ(0) by π|δ and iteratively define

v1i : = v(yi) (2.15)

v2i : = π|δ1 ◦ v(δ1(
h

2
, yi, v

1
i ))

v3i : = π|δ2 ◦ v(δ2(
h

2
, yi, v

2
i ))

v4i : = π|δ3 ◦ v(δ3(h, yi, v3i ))

and

vi :=
1

6
(v1i + 2v

2
i + 2v

3
i + v

4
i ) (2.16)

where the curves δi are straightest geodesics through yi with initial
direction vji for j ∈ {1, 2, 3}.
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FIGURE 2.10. A point wave on a polyhedrally approximated torus initiated
at top branches at the conjugate point in the form of a swallow’s tail.
Visualization of the interference uses branched texture maps.

2.5 Geodesic Flow

The study of geodesics and their behaviour under variations helps to
understand the geometry of curved surfaces and general manifolds. In
this section we will compute and visualize aspects of the geodesic flow
on polyhedral surfaces, and discuss notions like injectivity radius and
conjugate points. By postponing a formal definition for later we can
introduce some of these terms by considering the evolution of a wave
front. For example, if the front of a point wave on a surface evolves
with unit speed, then the time of the first hit upon itself is equal to
the injectivity radius, unless a previous branching of the front occurs
— the branch point is called a conjugate point. Both items depend on
the position of the center point of the wave.
In the following we solve two problems: First, the computation of the
evolution of a point wave on a polyhedral surface. At each time the
front of the wave is a topological circle on the surface, which may
overlap and have singular points resulting from previous branchings
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of the front. In a numerical step, each point of the front is moved a
constant distance in orthogonal direction to the circle, i.e. a constant
distance along the straightest geodesic normal to the circle at this
point. In Section 2.5.2 we employ the concept of straightest geodesics
on polyhedral surfaces to give a thorough definition of the evolution
on polyhedral surface and describe its numerics.
The second problem is a visualization task to handle the branching
and interference of a point wave evolving on a polyhedral surface. For
the visualization of the evolving wave we use isometric texture maps
to avoid metric distortions between texture space and the surface.
Further, we extend these maps to include the multiple local coverings
of parts of the surface by different layers of the wave which occur be-
hind the injectivity radius and branch points. Branched texture maps
are defined to combine the notion of global texture maps, that cover
the whole surface, and local texture maps, which cover a subregion.
Isometric texture maps on surfaces are intensively used, for example,
in the line integral convolution technique in flow visualization [10].

FIGURE 2.11. A point wave branches at the vertices of a cube which are
equivalents of conjugate points on smooth surfaces. The section behind a
vertex is covered by three interfering texture layers while other parts are
covered once. The zoom shows the triangles and texels on the surface.

The numerics and visualization ideas in this section easily extend to
other applications besides the geodesic flow. For example, the evolu-
tion and interference of other wave fronts over flat or curved surfaces.
More abstract, even the visualization of a homotopy of a curve, i.e. a
one-parameter deformation, may be visualized using the interpreta-
tion as an evolving wave front.
Waves have been studied in computer graphics from different aspects.
In the animation [77] Max used bump mapping to perturb the surface
of water for simulating waves viewed from a distance. Fournier and
Reeves [46] explicitly model waves using parametric surfaces which
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allow simulation of detail structure such as waves curling over. The
ideas presented in the next sections are the basis of the video Geo-
desics and Waves [101].

2.5.1 Circles on Surfaces and the Geodesic Flow

A point wave in the Euclidean plane starts at an origin p and evolves
in concentric circles around p. In a particle model all particles of the
wave front move with constant unit speed along radial rays away from
the origin p if we neglect surface tension. At each time t the outer
wave front forms a distance circle σ(t) with center p and radius t.
For the construction of concentric circles on curved surfaces we use
a similar picture. Particles of a wave front move along geodesic rays
emanating from the origin p, therefore the circle at radius t consists of
all points at distance t along a geodesic ray from p. It is one purpose
of this section to compute, study, and visualize such distance circles.
We start with a review of some facts on geodesic distance circles and
their extension to polyhedral surfaces.

Evolution of Distance Circles and Point Waves

Geodesics on smooth surfaces and straightest geodesics on polyhedral
surfaces uniquely solve the initial value problem for geodesics. That
is, each geodesic is uniquely determined by an initial point and an
initial direction. This property allows particles with an initial impulse
to move on surfaces along geodesics assuming there is no additional
tangential acceleration.
The set of geodesics unveils information about the underlying geom-
etry of the surface. We define two geometric terms, cut locus and
conjugate points, since both are used to characterize the behavior of
distance circles, i.e. the branching and overlapping of point waves.
The set of geodesics emanating from a given point p is conveniently
described by the exponential map.

Definition 50 The exponential map at a point p on a smooth sur-
face M associates to each tangent vector v ∈ TpM a point on a geo-
desic γ through γ(0) = p with initial direction γ0(0) = v as follows:

expp : TpM →M
expp(v) = γ(1)

. (2.17)

Here γ(1) is a point on γ at distance |v| from p since γ runs at speed
|v|.
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The exponential map maps small circles around 0 in the tangent
space TpM to distance circles around p onM , that means, to circular
curves on M where all points have the same geodesic distance to p.
For a given vector v ∈ TpM the radial lines {rv | r ∈ R} ⊂ TpM , are
mapped isometrically to a geodesic ray γ(r) := expp rv.

FIGURE 2.12. Exponential map of geodesics emanating at a point.

In this formalism it is straight forward to describe distance circles
around a point p on a surface M . Let V (0) ⊂ TpM be a small neigh-
bourhood of 0 ∈ TpM,then its image under the exponential map is a
neighbourhood U(p) := expp V (0) of p. Using polar coordinates (r,ϕ)
in the tangent space centered at 0, each vector v := r · (cosϕ, sinϕ) ∈
V (0) is uniquely determined by its coordinates (r,ϕ). Its image under
the exponential map given by γϕ(r) := expp r(cosϕ, sinϕ) induces a
local polar coordinate system on U(p)on the surface.
Using the above definitions, the particle model of a wave front in
the plane extends immediately to curved surfaces M . The particles
of a wave front start at p ∈ M and move with constant speed along
geodesic rays emanating at p. If we normalize the speed to 1 then the
wave front at a time t is a distance circle δt with radius t given by

δt : [0, 2π]→M
δt(ϕ) := γϕ(t)

(2.18)

In contrast to the Euclidean case, the wave front on a curved surface
will usually self-intersect after some time t0. There are two possible
reasons for the intersection. First of all, if the surface is not simply
connected and has a handle like a torus, then for each point p there
exist two emanating geodesic rays, γϕ1 and γϕ2 , with ϕ1 6= ϕ2 and
a time t0 such that γϕ1(t0) = γϕ2(t0) =: q (both curves go around a
different side of a handle). At such a point q the wave front hits upon
itself and interferes. The time t0 of the first hit of any two disjoint
geodesic emanating from p is called the injectivity radius at p.
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FIGURE 2.13. Front of a point wave branches at conjugates points in the
form of a swallow’s tail. Behind the vertex of a cube the wave splits in two
layers, and a third new layer is generated at the conjugate point. All three
layers start to interfere.

A second type of intersection occurs at so-called conjugate points of
p. At conjugate points q = γϕ0(r0) the differential ∇ expp does not
have maximal rank, i.e. ∂/∂ϕ expp(r0,ϕ0) = 0. Here, the wave front
branches and nearby geodesics intersect shortly behind the conjugate
point. The branching occurs in the form of a swallow’s tail, see Figures
2.13 and 2.10. For t > t0 the polar coordinates fail to be a coordinate
chart.

FIGURE 2.14. Interference of a point wave at the vertex of a cube and
texture layers. The left picture shows the interference behavior of the wave
at the vertex of a cube. The wave is stored as a branched texture map,
where to each point on the surface a stack of texels is associated. In the
right picture the surface texels are colored according to the height of the
texture stack at each point.
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2.5.2 Computing Discrete Distance Circles

In a practical algorithm for the computation of distance circles at a
point p on a polyhedral surface we start with a topological polyg-
onal circle σ(0) such that all of its vertices lie at p. Each vertex
q ∈ σ(0) has a unit tangent vector associated to it, and therefore the
circle σ(0) at time t0 = 0 is completely described by a set of pairs
(qi,0, vi,0) , i = 1, .., n. For the numerics, it is essential to distribute
the tangent vectors equally spaced in angular direction since they
determine the geodesic along which the particles qi,0 will move.
In the numerical iteration step from time tj to tj+1, the circle σ(tj+1)
is obtained by computing for i = 1, .., n, the set of vertices and tan-
gent vectors

qi,j+1 = γ(qi,j ,vi,j)(1)

vi,j+1 = γ̇(qi,j ,vi,j)(1)
(2.19)

where γ(qi,j ,vi,j) is the straightest geodesic starting at γ(qi,j ,vi,j)(0) =
qi,j with initial direction γ̇(qi,j ,vi,j)(0) = vi,j , compare Figure 2.15. It
should be noted that γ(qi,j ,vi,j)(0) = γ(p,vi,0)(tj), i.e. for fixed j all
points qi,j lie on a distance circle with distance tj to p.
Equation 2.19 is essentially the computation of a segment of a straight-
est geodesic for all vertices on the outer circle σ(tj). On the other
hand, the distance between adjacent vertices on the same circle may
grow exponentially with the radius (depending on the Gauss cur-
vature of the covered region). Therefore, each timestep includes a
refinement and coarsening step to maintain nearly constant distance
between adjacent points on each circle. For the insertion of new ver-
tices, say between qi,j and qi+1,j , we connect both points by a geodesic
segment and insert a new vertex on this geodesic. In practice, for a
fixed tj the circle σ(tj) is piecewise geodesic - a natural generalization
of piecewise linear.
When a curve reaches a conjugate point it starts to form a swal-
low’s tail with sharp edges. This does not irritate the algorithm since
each vertex on the curve still has a vector attached which uniquely
determines its further movement.
We remark that on a polyhedral surface each positively curved ver-
tex is a conjugate point for all points in a small neighborhood. The
resulting branching is similar to the branching at vertices of a cube
which is studied in detail in Figures 2.13 and 2.11. When approxi-
mating a smooth geometry with a polyhedral surface, we suppress
this type of local branching related to the discretization in favor of a
global branching related to the shape of the smooth surface. We use
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FIGURE 2.15. Set of distance circles with direction of movement (right).
Left, the front at time t + ∆t is generated from the front at time t by
computing geodesics with length ∆t.

a manually selected threshold factor depending on the smoothness of
the mesh to distinguish between local and global branching.
A direct visualization of the set of circles gives reasonable results
only for a small number of circles, see Figure 2.15. In the following
section we interpret the set of concentric circles as an evolving wave
and use a resolution independent visualization based on texture map
techniques.

2.5.3 Dynamic Computation of a Wave Texture

We divide the simulation of the wave in two major computational
steps: first, the computation of the evolution of the wave front, which
consists of geometric problems described in Section 2.5.2 and leads
to a static set of concentric circles, i.e. a set of wave fronts. Second,
the simulation of the actual flow by animating the set of wave fronts.
The animation is not done on the original set of fronts but on the
level of textures. From the set of fronts, i.e. a set of geometric curves
on the surface, we produce a single branched texture map which as-
sociates to each base texel of the surface a stack of abstract texels.
The final animation of the wave is obtained from the single branched
texture map by imposing a periodic function, and without any new
computation of the wave evolution.
The separation of the numerical step and the use of branched texture
maps make the animation of a moving wave a very cheap computation
once the branched texture maps have been created.
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FIGURE 2.16. Point waves on surfaces develop singularities at so-called
conjugate points where the wave branches. Right figure shows a stack of
abstract texels of the branched texture map, each corresponding to one
layer of the wave.

Generating the Branched Texture Map

The set of wave fronts σ(tj), j = 1, 2, .. computed in Section 2.5.2 are
a discretization of the exponential map from TpMh to Mh. We store
this information in a branched texture map data structure. First, we
construct an isometric texture map covering Mh once with so-called
base texels. Then we associate to each base texel of Mh an empty
stack of abstract texels, as shown in Figure 2.16. The height of each
stack is not known in advance and will vary from base texel to base
texel depending on the number of layers covering the texel. Now we
analyze the set of curves σ(tj), and whenever the front has flowed
over a base texel we add a new abstract texel (α, t) to the stack of
this base texel where α is the angle α and t is the time of the current
wave front.

FIGURE 2.17. Evolution of distance circles under the geodesic flow on the
(highly discretized) polyhedral model of a pretzel and a torus.
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The task of generating the stack is simple if the maximal distance
between two successive curves is smaller than half the diameter of
the smallest texel on the surface, which can be easily controlled for
isometric texture maps. Here we sample each wavefront which carries
the necessary information about angle α and time t. To avoid aliasing
effects it is essential to hit texels more frequently, say 4 − 8 times,
and finally store average values (ᾱ, t̄).
Each sheet of the wave hitting a given base texel corresponds to ex-
actly one abstract texel above the base texel. A serious problem is
the detection of the sheet corresponding to the current hit. For poly-
hedral geometries, we avoid this problem by letting the front detect
branch points from the vertex curvature and split. This allows us to
assign to each front segment a unique level number which identifies
each sheet.
But, when approximating smooth surfaces, we need to distinguish
between the branch points of the smooth geometry and those induced
by polyhedral vertices. In this case, we let each base texel reconstruct
the necessary information for each circle, respectively geodesic, from
the time and angle of the current hit. Let mT be the midpoint of a
base texel T with edge size δ and let each abstract texel have stored
average values (ᾱ, t̄). Assume a circle σ(α, t) hits the base texel at a
point q corresponding to an angle α, then q belongs to the same layer
of the abstract texel if

distM (mT , q) ≈
µ
d

dα
σ(α, t)2 (α− ᾱ)

2
+ (t− t̄)2

¶ 1
2

≤ δ√
2

for a threshold δ depending on the discretization of the flow.
In practice, we have a lower resolution in time direction and compute
fewer wave fronts with distance of more than a few triangle diame-
ters, and interpolate between successive fronts as indicated in the left
image in Figure 2.15.
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3

Conjugation of Discrete Harmonic
Maps

Discrete harmonic maps appear as a basic model problem in finite
element theory and differential geometry for the discretization of
smooth concepts. Beyond that, discrete harmonic maps have a wide
range of non-trivial applications in computer graphics, for example
to smoothen noisy meshes, or in differential geometry to compute
constant mean curvature surfaces.
Several discrete operators on simplicial surfaces are related with dis-
crete harmonic maps. For example, the area gradient, the mean cur-
vature, or the divergence operator on vector fields. The main topic of
this section is the construction of pairs of conjugate discrete Laplace-
Beltrami harmonic maps on polyhedral surfaces. We start to derive
the definitions and properties of discrete harmonic maps in a geomet-
ric setting which will then allow us to develop other discrete geomet-
ric operators and to solve problems related to minimal and constant
mean curvature surfaces in Chapters 4, 5 and 7.
Harmonic maps on surfaces also have practical importance, for ex-
ample, we derive in Chapters 4 and 5 efficient numerical algorithms
for solving free boundary value problems for unstable minimal sur-
faces and constant mean curvature surfaces. In the algorithms [88]
and [86], the conjugate of a minimal surface is obtained via the con-
jugation of a discrete harmonic map. Conjugate harmonic maps are
originally defined on the dual graph of the edge graph of the original
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surface but one should consider them as non-conforming functions.
The results of the present chapter provide a thorough understanding
of the geometric constructions used in Pinkall and Polthier [88] and
in Oberknapp and Polthier [86] by relating the discrete conjugation
of surfaces to non-conforming finite element spaces.
Convergence of conforming harmonic maps has been shown by Tsuchiya
[117]. As a more general result for surfaces, Dziuk and Hutchinson [37]
obtained optimal convergence results in the H1 norm for the finite el-
ement procedure of the Dirichlet problem of surfaces with prescribed
mean curvature. Compare Müller et al. [81] for harmonic maps on
planar lattices using the five-point Laplacian.
In a subsequent section we will apply the duality between discrete har-
monic maps and their conjugates to define discrete conformal maps.
We will extend a conformal energy proposed by Hutchinson [65] to
the discrete spaces Sh × S∗h and show that the discrete holomorphic
maps have zero conformal energy, a property generically not available
for conforming piecewise linear maps.

FIGURE 3.1. Discrete mean curvature vector on a polyhedral surface given
as Laplace-Beltrami operator of the identity map from the surface to itself.

We start with a review of the Dirichlet problem of harmonic maps in
Section 3.1 followed by the discretization using conforming Lagrange
elements in Section 3.2. In Section 3.3 we discretize the same Dirichlet
problem using the non-conforming Crouzeix-Raviart elements, and
derive a pointwise expression of the discrete minimality condition.
Section 3.4 contains the main results of this chapter, namely, identi-
fying solutions in both finite element spaces as pairs of discrete conju-
gate harmonic maps. Applications of the results are given in Chapters
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4 and 5 to the conjugation of discrete minimal and constant mean
curvature surfaces.

3.1 Review of Smooth Harmonic Maps

On a Euclidean domain, the Laplace operator is given by the second
partial derivatives

∆ =
d

dx21
+ ...+

d

dx2n
.

Harmonic maps u : Ω → R on an open set Ω in Rn are solutions of
the Laplace equation

∆u = 0 in Ω (3.1)

which often appears with prescribed boundary conditions. Dirichlet
conditions prescribe fixed boundary values in the form of a function
g

u|∂Ω = g on ∂Ω

and Neumann conditions prescribe the derivative of u in direction of
the normal ν of the boundary

∂νu|∂Ω = µ on ∂Ω.

Dirichlet and Neumann boundary conditions may appear simultane-
ously on disjoint segments of the boundary.
The Laplace operator of vector-valued maps, and thereby the har-
monicity of vector-valued maps, is defined component-wise on each
coordinate function. For functions u :M → R on a manifold M with
a Riemannian metric g the Laplace-Beltrami operator ∆g is a gener-
alization of the Laplace operator. Assume normal coordinates on M
and let {e1, ..., en} be the induced orthonormal frame in the tangent
space of M , then

∆g = ∇e1∇e1 + ...+∇en∇en .

Harmonic maps also appear as minimizers of the Dirichlet energy

ED(u) =
1

2

Z
M

|∇u|2 dx (3.2)

with Dirichlet conditions (or Neumann) at the boundary, since the
Laplace equation 3.1 is the Euler-Lagrange equation of the Dirichlet
energy. To see this, let u(t) := u0+tφ :M → R be any C1-variation of
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a function u0 whose variation function has compact support φ|∂M =
0. Then by differentiation and partial integration we obtain

d

dt |t=0
ED(u(t)) =

Z
M

< ∇u,∇φ >

= −
Z
M

∆u · φ+
Z
∂M

∂vu · φ

where v is the exterior normal along ∂M . Since φ has compact sup-
port, the last integrand vanishes identically. Since the above equation
holds for any C1-variation we derive

∇ED(u) = 0⇐⇒ ∆u = 0
from the fundamental lemma of the calculus of variations. The mini-
mizer umin is unique since

ED(umin + φ) = ED(umin) +ED(φ,φ)

> ED(umin) ∀ φ|∂M = 0.

3.2 Discrete Dirichlet Energy

There are different equivalent ways to introduce discrete harmonic
maps. Here we use the characterization of harmonic maps as mini-
mizers of the Dirichlet energy since this approach also provides an
efficient numerical algorithm to solve the boundary value problems
for discrete harmonic maps.

Definition 51 Let Mh be a simplicial surface in Rm and Sh the set
of polyhedral maps on Mh. Then the Dirichlet energy of a function
uh ∈ Sh with uh :Mh → Rd is given by

ED(uh) :=
1

2

X
T∈Th

Z
T

|∇uh|2 dx. (3.3)

That is, the Dirichlet energy of uh is the sum of the Dirichlet energies
of the smooth atomic maps uh|T on each triangle T .
Now we consider critical points of the Dirichlet energy. For simplicity,
we restrict to interior variations which keep the boundary values fixed.

Definition 52 A variation φ(t) ∈ Sh, t ∈ [0, ε), is a family of func-
tions differentiable in t such that each map uh ∈ Sh gives rise of a
family of maps uh(t) ∈ Sh with

uh(t) = uh + φ(t)
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Basically, a variation of a function uh ∈ Sh is a modification of its
values at each vertex pi of the triangulation Mh given by uh(t)(pi) =
uh(pi) + φ(t)(pi). For simplicity, we restrict to Dirichlet boundary
conditions, that is, the variations φ(t) are zero along the boundary of
Mh.

Definition 53 A critical point uh in Sh of the Dirichlet energy (3.3)
in Sh with respect to Dirichlet boundary conditions is called a discrete
harmonic map.

In the following we derive an explicit representation of the Dirichlet
energy of polyhedral maps and a system of equations for the discrete
minimizers which characterize discrete harmonic maps.
Let T = {p1, p2, p3} be a triangle of a simplicial surface and oriented
edges {c1, c2, c3} with ci = pi−1 − pi+1, and ϕi : T → R be the
Lagrange basis function at vertex pi with ϕi(pj) = δij . Then its
gradient is

Gradient of basis function.

∇ϕi|T =
1

2 areaT
Jci, (3.4)

where J denotes rotation by π
2 oriented such that Jci points into the

triangle. Note, that Equation 3.4 implies ∇ϕi = −∇ϕi−1 − ∇ϕi+1.
The basis functions have mutual scalar products given by

∇ϕi−1,∇ϕi+1® = − cotαi
2 areaT

(3.5)
J∇ϕi,∇ϕi+1

®
=

1

2 areaT

|∇ϕi|2 =
cotαi−1 + cotαi+1

2 areaT
.

Since each function uh ∈ Sh has a representation

uh(p) =
nX
j=1

ujϕj(p) p ∈Mh,

where uj = uh(pj) denotes the function value of uh at the vertex pj
of Mh, on a single triangle T the gradient of uh|T : T −→ Rd is given
by

∇uh|T = 1

2areaT

3X
j=1

ujJcj . (3.6)
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Theorem 54 LetMh be a simplicial surface and Sh the set of contin-
uous and piecewise linear functions on Mh. Then the discrete Dirich-
let energy of any function uh ∈ Sh is given by

ED(uh) =
1

4

X
edges (xi,xj)

(cotαij + cotβij) |uh(pi)− uh(pj)|2 . (3.7)

Further, the minimizer of the Dirichlet functional (3.3) is unique and
solves
d

dui
ED(uh) =

1

2

X
xj∈n(xi)

(cotαij+cotβij)(uh(pi)−uh(pj)) = 0 (3.8)

at each interior vertex pi of Mh. The first summation runs over all
edges of the triangulation, and the second summation over all edges
emanating from pi. The angles αij and βij are vertex angles lying
opposite to the edge (pi, pj) in the two triangles adjacent to (pi, pj).

Proof. Using the explicit representation (3.4) of the basis functions
and the identity ∇ϕi = −∇ϕi−1 − ∇ϕi+1, we obtain the Dirichlet
energy of uh|T :

ED(uh|T ) =
1

2

Z
T

−
3X
j=1

|uj+1 − uj−1|2
∇ϕj−1,∇ϕj+1®

=
1

4

3X
j=1

cotαj |uj+1 − uj−1|2 .

Summation over all triangles of Mh and combining the two terms
corresponding to the same edge leads to equation.
At each interior vertex pi of Mh, the gradient of ED with respect to
variations of ui = uh(pi) in the image of uh is obtained by partial
differentiation and easily derived from

d

dui
ED(uh) =

Z
Ω

h∇uh,∇ϕii .

Since Sh is a finite dimensional space, the quadratic minimization
problem for the Dirichlet energy has a unique solution uh in Sh. ¤
The definition of the Dirichlet energy of vector-valued maps Fh :
Mh → Nh ⊂ Rd is in full coherence with the definition of Dirichlet
energy of scalar-valued maps. Namely, if the map Fh = (f1, .., fd) has
component functions fi :Mh → R then we have

ED(Fh) =
dX
i=1

ED(fi)
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since |∇Fh|2 = |∇f1|2 + .. + |∇fd|2. Vector-valued harmonic maps
are defined as critical values of the Dirichlet functional in the same
way as in the scalar-valued case. Therefore, the balancing condition
for scalar-valued harmonic maps directly gives a balancing formula
for vector-valued discrete harmonic maps too.
The following definition includes more general boundary conditions.
Neumann boundary conditions constrain the derivative of a function
in direction of the exterior normal of the domain. Later we will make
use of other boundary conditions which are useful for maps from a
simplicial surface Mh to another surface Nh.

Definition 55 A solution uh ∈ Sh of the Dirichlet problem (3.8) in
Sh is called a discrete harmonic map. To include symmetry properties
into this definition we allow in some cases also variation of boundary
points:

• if a domain boundary segment and its corresponding image bound-
ary segment are straight lines, then the interior boundary points
may vary along the straight line in image space

• if both corresponding segments are planar symmetry curves re-
stricted to planes we allow variation of interior boundary points
in the image plane. This models also free boundary value prob-
lems

• in all other cases the image boundary points remain fixed.

Remark 56 At each vertex xi Equation (3.8) can be geometrically
interpreted as a balancing condition for the weighted edges emanating
from the vertex xi. The weight of each edge solely depends on the
angles in the base surface Mh, i.e. the weights depend only on the
conformal structure of Mh.

Examples of Discrete Harmonic Maps

Simple examples of discrete harmonic maps are derived from the ob-
servation that on the integer grid Z× Z in R2 the interpolants of
some smooth harmonic functions are discrete harmonic:

Example 57 On a rectangular Z× Z grid in R2, which is triangu-
lated by subdividing along either diagonal of each rectangle, the inter-
polating functions of

Re z,Re z2,Re z3, and Im z4
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are discrete harmonic maps, and so are the interpolants of some other
polynomials.

Example 58 On a rectangular Z× Z grid in R2, the weight of each
diagonal is cot π2 , and it vanishes independent of the chosen diagonal
in each square. Therefore, at each grid point (i, j) only the discrete
values of the five-point stencil

{(i, j), (i, j − 1), (i− 1, j), (i+ 1, j), (i, j + 1)} i, j ∈ Z

of the finite difference Laplacian contribute to the Dirichlet gradient.

The next example leads to discrete harmonic maps on a simplicial
surfaces using linear maps:

Definition 59 Let Mh be a polyhedral surface in Rm. A map uh ∈
Sh(Mh) from Mh to Rd is called a linear map if uh is the restriction
u|M of a linear map u : Rm → Rd, i.e.

uh = u|M :Mh → Rd.

For example, any coordinate function xi : Mh → R on a polyhedral
surface Mh is a linear map, and, more general, let a ∈ Rm be a
constant vector, then

uh(p) := ha, pi ∀ p ∈Mh

is linear.
On an arbitrary simplicial surface Mh ⊂ Rm the following geometric
assumption on the underlying domain surface Mh leads to discrete
harmonic functions:

Example 60 A linear map uh : Mh → Rd on a polyhedral surface
Mh is discrete harmonic if and only if Mh is a discrete minimal
surface.

Proof. Using the Lagrange basis functions ϕi :Mh → R associated
to each vertex pi of Mh we have the representation

uh(x) =
X
pi∈Mh

uh(pi)ϕi(p), p ∈Mh.
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The gradient of the Dirichlet energy can be transformed using the
linearity of uh

d

dui
ED(uh) =

1

2

X
j∈n(i)

¡
cotαij + cotβij

¢
(uh(pi)− uh(pj))

= uh(
1

2

X
j∈n(i)

¡
cotαij + cotβij

¢
(pi − pj))

= uh(
d

dpi
ED(idhMh)).

Therefore, uh is a critical value of the Dirichlet energy if and only if
the identity map of Mh is discrete harmonic. ¤

Mean Value Property and Maximum Principle

Among the two most important properties of smooth harmonic maps
are the mean value property and the maximum principle.
Mean Value Property : let p ∈ M and Uε(p) be a disk with radius ε
around p. Then the value of a smooth harmonic function u at the
center p is the average of the values along the boundary of the disk

u(p) =
1

2πε

Z
|q−p|=ε

u(q).

We obtain a discrete version for polyhedral maps if we replace the
disk with a regular polygon.

Lemma 61 Let uh be a discrete harmonic map defined on the points
{qj} of the link of a vertex p of a simplicial surface Mh. If the points
{qj} form a regular not necessarily planar polygon with center p, then

uh(p) =
1

#n(x)

X
qj∈n(p)

uh(qj)

is the center of mass of the surrounding function values {uh(pj)}.
Proof. All vertex angles appearing in Equation (3.8) are the same
in a regular polygon. ¤
Maximum Principle: Since smooth harmonic maps solve an elliptic
differential equation they satisfy a maximum principle. This means, in
any open domain U ⊂M the maximum and minimum of u is attended
at the boundary ∂U . In the discrete case, a similar statement for the
star of a vertex does not hold in general, for example, it may fail if
the spatial domain contains angles larger than 90 degrees.
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Lemma 62 Let uh be a discrete harmonic map defined on a spatial
domain of a simplicial surface Mh formed by the points {qj} around
a vertex p. If the triangles around p are all acute, then uh(p) is brack-
eted by the convex hull of the points {uh(qj)}.
Proof. From the local harmonicity condition (3.8) we see that uh(p)
can be represented as a linear combination of the points {uh(qj}.
Since all relevant angles are acute the weights of the uh(qj) are in the
interval (0, 1), and uh(p) is a convex combination. ¤
The two previous lemmas do not hold if we allow more general do-
mains. For example, if the domain contains obtuse triangles as in the
following example, then neither the mean value nor the convex hull
property may be valid.
The non-convexity of discrete harmonic maps will lead to interesting
counterexamples of the maximum principle of minimal surfaces in
Chapter 4. In practical applications, for example, when smoothing
meshes with a Laplace filtering or mapping surfaces onto a planar
domain, then one would often like to ensure convexity. In these case
the mesh parametrization by Floater [45] might be a useful strategy
since it ensures convexity.

3.3 Non-Conforming Harmonic Maps

Non-conforming maps on simplicial surfaces were introduced in Sec-
tion 1.6.1 as another natural set of discrete maps. Let Mh be a sim-
plicial surface then we state the Dirichlet energy in the space S∗h as
in the previous section.

Definition 63 LetMh be a simplicial surface in Rm. Then the Dirich-
let energy of a function vh ∈ S∗h with vh :Mh → Rd is given by

ED(vh) :=
1

2

X
T∈Mh

Z
T

|∇vh|2 dx.

That is, the Dirichlet energy of vh is the sum of the Dirichlet energies
of the smooth atomic maps vh|T on each triangle T .
Now we consider critical points of the Dirichlet energy, and again, for
simplicity, we restrict to interior variations which keep the boundary
values fixed.

Definition 64 A variation Ψ(t) ∈ S∗h, t ∈ [0, ε), is a family of func-
tions differentiable in t such that each map vh ∈ S∗h gives rise of a
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family of maps vh(t) ∈ S∗h with
vh(t) = vh +Ψ(t)

Basically, a variation of a function vh ∈ S∗h is a modification of its
values at each edge midpoint mi of the simplicial surfaceMh given by
vh(t)(mi) = vh(mi)+Ψ(t)(mi). For simplicity, we restrict to Dirichlet
boundary conditions, that is, the variations Ψ(t) are zero at midpoints
of boundary edges of Mh.

Definition 65 A critical point vh in S∗h of the Dirichlet energy (3.3)
in S∗h with respect to Dirichlet boundary conditions is called a (non-
conforming) discrete harmonic map.

Using the identities in an Euclidean triangle T with vertices {p1, p2, p3}
and oriented edges {c1, c2, c3} with ci = pi−1 − pi+1, we obtain on
T the following representation of the basis functions ψi ∈ S∗h corre-
sponding to edge ci :

∇ψi = −2∇ϕi =
−1
areaT

Jci, (3.9)

where ϕi ∈ Sh is the conforming basis function corresponding to the
triangle vertex pi opposite to the edge ci, and J is the rotation of an
edge by π

2 such that Jc points in the opposite direction of the outer
normal of the triangle.

FIGURE 3.2. A non-conforming map is given by its values on edge mid-
points.

Theorem 66 Let v ∈ S∗h be a non-conforming function on a sim-
plicial surface Mh. Then the Dirichlet energy of vh has the explicit
representation

ED(v) =
X

al l edges ci

cotαi
¯̄
vi−2 − vi−1

¯̄2
+ cotβi |vi1 − vi2 |2 . (3.10)
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where {i−2, i−1, i1, i2, } denote subindices of adjacent edge midpoints
as shown in Figure 3.2, and vij denote the value v(mij ). The angles
are measured on Mh.
The unique minimizer of the Dirichlet functional on Mh solves a
system of equations such that at each edge midpoint mi we have

d

dvi
ED(v) = 2(cotαi−2(vi − vi−1) + cotαi−1(vi − vi−2)(3.11)

+cotαi1(vi − vi2) + cotαi2(vi − vi1))
= 0.

Proof. Since ∇ψi = −2∇ϕi, the representation of the Dirichlet
energy is a consequence of the explicit representation for conforming
elements (3.7). On a single triangle T,

ED(v|T ) =
1

2

Z
T

−
3X
j=1

|vj+1 − vj−1|2
∇ψj−1,∇ψj+1®

=
3X
j=1

cotαj |vj+1 − vj−1|2 .

The support of a component of the gradient of the Dirichlet energy
consists of those two triangles adjacent to the edge corresponding to
this variable. Equation (3.11) follows directly from the representation
on a single triangle T with edges {c1, c2, c3} and c1 + c2 + c3 = 0

d

dvi
ED(v|T ) =

Z
T

∇v|T ,∇ψi® = 1

areaT

3X
j=1

vj hcj , cii

= 2 cotαi−1(vi − vi+1) + 2 cotαi+1(vi − vi−1).
by combining the expression for the two triangles in the support of
ψi. ¤

3.4 Conjugate Harmonic Maps

Discrete harmonic maps have been well studied as a basic model
problem in finite element theory, while the definition of the conjugate
of a discrete harmonic map was not completely settled. In this section
we are interested in pairs of discrete harmonic maps on a Riemann
surface M which are both minimizers of the Dirichlet energy

E(u) =
1

2

Z
M

|∇u|2 dx,
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and are conjugate, i.e. solutions of the Cauchy Riemann equations

dv = ∗du.
We note that generically such pairs do not exist in the space of piece-
wise linear conforming Lagrange finite elements S.h but the prob-
lem naturally leads to the space of piecewise linear non-conforming
Crouzeix-Raviart elements S∗h. Sh alone is too rigid to contain the
conjugate of a generic discrete harmonic function.
We define the conjugate harmonic maps of discrete harmonic maps
in Sh and in S∗h. A smooth harmonic map u :M → R on an oriented
Riemannian surface M and its conjugate harmonic map u∗ :M → R
solve the Cauchy-Riemann equations

du∗ = ∗du
where ∗ is the Hodge star operator with respect to the metric in M .
In the discrete version, we denote by J the rotation through π

2 in
the oriented tangent space of M , and start with a locally equivalent
definition as Ansatz:

Definition 67 Let u ∈ Sh, respectively S∗h, be a discrete harmonic
map on a simplicial surface Mh with respect to the Dirichlet energies
in Sh, respectively S∗h. Then its conjugate harmonic map u

∗ is defined
by the requirement that it locally fulfills

∇u∗|T = J∇u|T ∀ triangles T ∈Mh. (3.12)

The remainder of the section is devoted to prove that the discrete
conjugate map is well-defined by showing the closedness of the dif-
ferential ∗du, and to prove the harmonicity properties of its integral
u∗.
To avoid case distinctions we represent each function with respect to
the basis functions ψi of S

∗
h such that on each triangle

u|T =
3X
i=1

uiψi,

where ui is the function value of u at the midpoint of edge ci. We use
the same notation for u∗|T , and obtain by Definition 3.12

3X
i=1

u∗i∇ψi =
3X
i=1

uiJ∇ψi. (3.13)
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Lemma 68 Let T be a triangle with oriented edges {c1, c2, c3}, c1 +
c2 + c3 = 0. A pair of linear functions u and u∗ related by Equation
(3.13), has values at edge midpoints related byµ

u∗3 − u∗1
u∗3 − u∗2

¶
=

µ
cotα3(u2 − u1) + cotα1(u2 − u3)
cotα3(u2 − u1) + cotα2(u3 − u1)

¶
(3.14)

Proof. The representation (3.9) of ∇ψi converts Equation (3.13) to
3X
i=1

u∗i Jci =
3X
i=1

uici.

Using −c3 = c1 + c2, we express the left side of the above equation
as a vector in the span of {Jc1, Jc2}

(u∗3 − u∗1)Jc1 + (u∗3 − u∗2)Jc2 =
3X
i=1

uici.

If the triangle T is nondegenerate, then the matrix (Jc1, Jc2) has
rank 2, and scalar multiplication with c1 and c2 yieldsµ

u∗3 − u∗1
u∗3 − u∗2

¶
=

2

area(T )

3X
i=1

ui

µ hc2, cii
− hc1, cii

¶
,

which easily transforms to Equation (3.14). ¤
Now we consider a discrete harmonic map u ∈ Sh and prove local
exactness of its discrete conjugate differential.

Proposition 69 LetMh be a simply connected simplicial surface and
u ∈ Sh with u : Mh −→ Rd an edge continuous discrete harmonic
function. Then the discrete Cauchy-Riemann equations (3.12) have a
globally defined solution u∗ :Mh −→ Rd with u∗ ∈ S∗h. Two solutions
u∗1 and u

∗
2 differ by an additive integration constant.

Proof. We define the discrete differential du∗ of u∗ such that on
each triangle T

du∗|T := ∗du|T .
Since u|T is a linear map, the conjugate differential du∗|T is well defined
and there exists a unique smooth solution u∗|T of the smooth Cauchy-
Riemann equations on T, up to an additive constant. By Lemma 68,
u∗|T is explicitly given in terms of u|T and T .
If u ∈ Sh is a discrete harmonic map then it turns out that du∗
is closed along closed paths on Mh that cross edges only at their
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midpoints. Since du∗ is closed inside each triangle, it is sufficient to
prove closedness for a path γ in the vertex star of a vertex p ∈ Mh

such that γ|T linearly connects the midpoints of the two edges of T
having p in common, see Figure 3.3. Let {m1, ..,mk} be the sequence

FIGURE 3.3. Dual edge graph γ around a vertex.

of edge midpoints determining γ. The edges dj := mj+1−mj of γ are
parallel to cj with cj = 2dj . We use Equation (3.14) in each triangle
to deriveZ

γ

du∗ =
kX
j=1

Z
γ|Tj

∗du|Tj =
kX
j=1

< J∇u|Tj , dj >

= −1
2

kX
j=1

< ∇u|Tj , Jcj >= 0,

since u is harmonic in Sh, see Equation (3.8). Therefore, du∗ is closed
along the dual edge graph through the edge midpoints of Mh, and
u∗ ∈ S∗h is globally defined on simply connected regions of Mh. ¤
For a harmonic map u ∈ Sh, the following proposition proves har-
monicity of the conjugate map u∗ ∈ S∗h.

Proposition 70 Let u ∈ Sh be a discrete harmonic map on a simpli-
cial surface Mh and let u∗ ∈ S∗h be a solution of the discrete Cauchy-
Riemann equations (3.12) given by Proposition 69. Then u∗ has the
same Dirichlet energy as u, and u∗ is discrete harmonic in S∗h.

Proof. Let u∗ be the solution of the discrete Cauchy-Riemann equa-
tions (3.12) for a discrete harmonic map u ∈ Sh. Then we show that
u∗ is a critical point of the non-conforming Dirichlet energy in S∗h by
rewriting the Dirichlet gradient (3.11) of u∗ in terms of values of u.
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On a single triangle T with midpoint mi on edge ci, we note that
J∇u|T ,∇ψi

®
=

2

areaT
(u(mi−1)− u(mi+1)) ∀i ∈ {1, 2, 3} , (3.15)

which follows directly from ∇u =P3
j=1 u(mj)∇ψj and


J∇ψj ,∇ψi

®
=


0 j = i
2

area(T ) j = i− 1
−2

area(T ) j = i+ 1
.

Let T1 ∪ T2 denote the two triangles forming the support of ψi as
shown in Figure 3.4. Using Equation (3.15) we obtain

d

du∗i
ED(u

∗) =

Z
T1∪T2

h∇u∗,∇ψii
= 2(u(mi−2)− u(mi−1)) + 2(u(mi1)− u(mi2)).

Since u is linear we can rewrite the differences at edge midpoints as
differences of u at vertices on the common edge of T1 and T2, and
obtain

d

du∗i
ED(u

∗) = u(Vj−1)− u(Vj−2) + u(Vj2)− u(Vj1). (3.16)

This equation relates the energy gradient of u∗ to the function values
at vertices of u. We emphasize the fact that the derivation of the
equation does not use edge continuity of u, which will allow us to
use 3.16 in the proof of Theorem 71. The right hand side of (3.16)

FIGURE 3.4. Notation of edge midpoints in pair of triangles.

vanishes if and only if

u|ei in T1 = u|ei in T2 + constant.
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Therefore, the harmonicity of u∗ follows from, and is equal to, the
edge continuity of u ∈ Sh. ¤
The following main theorem states the complete relationship between
harmonic maps in Sh and S∗h, and includes the previous propositions
as special cases.

Theorem 71 Let Mh be a simplicial surface in Rm and Sh respec-
tively S∗h the space of conforming respectively non-conforming maps
from Mh into Rd. Then we have the following duality of Laplace-
Beltrami harmonic maps on Mh:

1. Let u ∈ Sh be a minimizer of the Dirichlet energy in Sh. Then
its conjugate map u∗ is in S∗h and is discrete harmonic.

2. Let v ∈ S∗h be a minimizer of the Dirichlet energy in S∗h. Then
its conjugate map u is in Sh and discrete harmonic.

3. Let u ∈ Sh, respectively S∗h, be discrete harmonic in Sh, respec-
tively. S∗h. Then u

∗∗ = −u.

Proof. 1. The first statement was proved in Propositions 69 and 70.
2. Let v ∈ S∗h given by v =

P
viψi be discrete harmonic. Along the

lines of the proof for the corresponding Proposition 69 concerning
Sh, we define v∗|T (up to an additive integration constant) as the
well-defined integral of

dv∗|T := ∗dv|T ∀ T ∈Mh,

which uniquely exists since v|T is linear. Using the same arguments as
in the proof of Proposition 70 and ∇v∗ = J∇v, we derive an equation
for v that is identical to Equation (3.16) for u :

d

dvi
ED(v) = v

∗(Vj−1)− v∗(Vj−2) + v∗(Vj2)− v∗(Vj1),

where Vjk are vertices as denoted in Figure 3.4. Since v is harmonic,
we can choose the integration constants of v∗ such that v∗ becomes
edge continuous and lies in Sh.
The harmonicity property of v∗ follows from the closedness of v. Let
v∗ =

P
v∗i ϕi ∈ Sh, and then splitting ∇ψi = −∇ψij − ∇ψij+1 in
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each triangle, we obtain

d

dv∗i
ED(v

∗) =

Z
Mh

¿
∇v∗, d

dv∗i
∇v∗

À
=

Z
star(pi)

hJ∇v,∇ϕii

=
X
j

Z
Tij

¿
J∇v,−1

2
(∇ψij +∇ψij+1

À
=

X
j

Z
Tij

1

areaTij
((vij+1 − vij−1) + (vij−1 − vij ))

=
X
j

vij+1 − vij = 0

since v ∈ S∗h is closed on the path around each vertex pi. Therefore
v∗ is critical for the Dirichlet energy in Sh.
3. The third statement is a direct consequence of twice applying the
∗ operator twice, which rotates the gradient in each triangle by π in
the plane of the gradient. ¤

Corollary 72 The conjugation is a bijection between discrete Laplace-
Beltrami harmonic maps in Sh and S∗h, where each pair (u, v) fulfills
the discrete Cauchy Riemann equations. Further, corresponding maps
have the same Dirichlet energy.

Proof. The proof of Theorem 71 and the previous propositions show
that, for a pair (u, v) of harmonic conjugate functions u ∈ Sh and v ∈
S∗h, the harmonicity condition of u is equal to the closedness condition
of v, and the closedness condition of u is equal to the harmonicity
condition of v.
The equality of the Dirichlet energies follows directly from the Cauchy-
Riemann equations. ¤

68



3. Conjugation of Discrete Harmonic Maps 3.5. Minimizing with Conjugate Gradients

Discrete harmonic map
u ∈ Sh interpolating Re z2

Conjugate harmonic u∗ ∈ S∗h
is a non-conforming map

Holomorphic pair (u, u∗) and
exact solution as full grid

u∗ applied to center
quarter of each triangle.

3.5 Minimizing with Conjugate Gradients

For completeness we will mention some of the numerical methods to
practically solve the variational problems which we discussed so far.
These methods apply to both the conforming and non-conforming
meshes.
Let uh be a map from a simplicial surface Mh satisfying a Dirichlet
boundary value problem

uh : Mh → R3

uh|∂M = Γ.

With respect to the Lagrange basis functions, uh is given

uh(x) =
nX
i=1

uiϕi(x).
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Assume, we ordered the set vertices of Mh by interior and boundary
vertices {p1, .., pI , pI+1., pI+B}. Then the harmonicity condition at
each interior vertex pj is

d

duj
ED(uh) =

nX
i=1

ui

Z
Mh

∇ϕi,∇ϕj®
=

IX
i=1

ui

Z
Mh

∇ϕi,∇ϕj®+ I+BX
i=I+1

ui

Z
Mh

∇ϕi,∇ϕj®
= 0 ∀ j ∈ {1, .., I} .

This system of equations is equivalent to a single matrix equation

Au = B

where A = (aji) is an IxI matrix, the so-called stiffness matrix , and
u = (ui) and B = (bj) are I dimensional vectors with

aji =

Z
Mh

∇ϕi,∇ϕj®
bj =

I+BX
i=I+1

ui

Z
Mh

∇ϕi,∇ϕj® .
In praxis it is usually more efficient not solve the matrix system but
employ a conjugate gradient method which is an iterative method
with a fast convergence especially during the first iteration steps. See
the comments of Brakke [18] who compared our method with other
minimization algorithms built into the surface evolver.
The method steepest descent is an iterative method which incremen-
tally reduces the energy by modifying the function uh a small distance
ε in direction of the negative of the energy gradient

u0 : = uh

ui+1 : = ui − ε∇Ep(ui).

The conjugate gradient method is more efficient method where the
direction vector is modified such that previous optimizations are not
spoiled. It uses a sequence of line minimizations: given p ∈ Rn, di-
rection n ∈ Rn and an energy functional E : Rn → R. Find a scalar
λ that minimizes

E(p+ λn)→ min,

and then replace p by p+λn. If the energy functional is differentiable
then an obvious choice for a direction is the gradient of E. Such a
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gradient method can be more efficient by incorporating second order
information which avoids spoiling of previous results.
The Taylor expansion around p gives

E(x) = E(p) +∇Ep(x) + 1
2
∇2Ep(x, x) + . . .

≈ c− bx+ 1
2
xtAx

For a quadratic function E the gradient can be written as

∇E(x) = Ax− b.

How does the gradient change along some direction ν?

∂v∇E = A · ∂vx = Av
The idea of the conjugate gradient method can be summarized as
follows: assume we have moved along some direction u to a minimum
and now want to move along a new direction v. Then v shall not
spoil our previous minimization, i.e. the change of the gradient shall
be perpendicular to u:

0 =< u, ∂v (∇E) >= uAv

The vectors u and v are called conjugate directions which can be
constructed using the following Gram-Schmidt bi-orthogonalization
procedure employed in the methods of Fletcher-Reeves and Polak-
Ribiere [90][102].
Let A be a positive-definite, symmetric n × n matrix. Let g0 be an
arbitrary vector, and h0 = g0. For i = 0, 1, 2, . . . define the two
sequences of vectors

gi+1 = gi − λiAhi (3.17)

hi+1 = gi+1 + γihi,

where λi respectively γi are chosen to obtain mutually orthogonal vec-
tors gi+1·gi = 0 respectively mutually conjugate directions hi+1Ahi =
0, that is:

λi =
gi · gi
giAhi

γi = −
gi+1Ahi
hiAhi

.

If denominators are zero take λi = 0 resp. γi = 0. Then
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gi · gi+1 = 0 hiAhj = 0 ∀i 6= j
and the bi-orthogonalization procedure has produced a sequence gi
where each gi is orthogonal and each hi is conjugate to its set of
predecessors.
Generally, the Hessian matrix A is not known. In this case the follow-
ing observation provides the essential hints. Assume E is a quadratic
functional and we take

gi := −∇E|pi for some point pi.

Then we proceed from pi along the direction hi to the local minimum
of E which is located at some point pi+1. If we set again gi+1 :=
−∇E|pi+1 then this vector gi+1 is exactly the vector which would
have been obtained by the above Equations 3.17 but without the
knowledge of the Hessian A. More precisely, the matrix A never needs
to be computed.
Summarizing, the conjugate gradient method computes a set of direc-
tions hi using only line minimizations, the evaluations of the energy
gradient, and an auxiliary vector to store the recent vectors gi. In
praxis, further optimizations are obtained through pre-conditioning.

3.6 Discrete Laplace Operators

The discretization of the second order Laplace operator for smooth
functions to simplicial meshes may be pursued in different ways.
Depending on the structure of and information about the underly-
ing mesh the Laplace operator may include more combinatorial or
more geometric information. Here we review some basic combina-
torial Laplacians and then relate them with the Laplace-Beltrami
operator in the context of the functions spaces used in this chapter.

Combinatorial Laplacian

The purely combinatorial point of view ignores metric information
like edge length or vertex angles of a mesh. All information about a
combinatorial mesh is contained in its connectivity. For theoretical
purposes it is convenient to express the connectivity in form of the
adjacency matrix.

Definition 73 Let {p1, ..., pn} be the vertices of a mesh. Then the
adjacency matrix A of the mesh connectivity is an n×n matrix given
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by

Aij =

½
1 if pipj is an edge
0 else

The matrix A is sparse, and the sum of the i−th row respectively
column is equal to the valence di of the vertex i. Note, in practical
applications one would never explicitly store the full matrix.

Definition 74 Let D be an n×n diagonal matrix with entries dii :=
1
di
where di is the valence of the vertex pi, then the matrix

L : = id−DA

Lij =


1 i = j
− 1
di

if pipj is an edge
0 else

is the combinatorial Laplacian of the mesh, or short, the mesh Lapla-
cian.

Let ei be the vector (0, ..0, 1, 0, .., 0) with 1 at the i−th position which
is associated to pi. Then

Lei = ei − 1

di

X
j∈n(i)

ej

where n(i) denotes the set of vertices adjacent to pi excluding pi.
Karni and Gotsmann [69] extend the mesh Laplacian in the frame-
work of mesh compression to include distance information

GL(pi) = pi −
P
j∈n(i)

1
|pi−pj |pjP

j∈n(i)
1

|pi−pj |
.

Five-Point Laplacian

The five-point Laplacian is the 2d−extension of the finite difference
Laplacian on the real axis. Consider a real-valued function f : R→ R
on an interval of the real axis. Then the smooth Laplacian ∆f is
defined as second derivative of f . In the discrete case, let {ui} be a
uniform knot vector on the axis, for example, ui := i, then fh”(xi)
can be approximated using finite differences

fh”(xi) =
1

2
(f 0h(xi)− f 0h(xi))

=
1

2
((f(xi+1)− f(xi))− (f(xi)− f(xi−1)))

=
1

2
(f(xi+1)− 2f(xi) + f(xi−1))
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This can be written in matrix representation

∆fh = −Afh
with f = (f(x0), f(x1), ..) and the matrix

A =
1

2


0
−1 2 −1

−1 2 −1
..

.. −1 2 1
0

 .

A smoothing operation of f can be performed by a so-called Gaussian
filtering method

f j+1h := f jh + λ∆f jh

with a scalar factor 0 < λ < 1. Other values of λ will enhance the
variation of f . In matrix form we have

f j+1h = f jh − λAf jh

Discrete Laplace-Beltrami Operator on Surfaces

Let Mh be a simplicial surface in Rm. We now define the Laplace
operator for piecewise linear functions in Sh respectively S∗h similar
to the derivation of the discrete Dirichlet energy. Since second deriv-
atives are involved the discrete Laplace-Beltrami operator will be a
function on the vertices respectively edge midpoints, and it will not
extend as piecewise linear function over the whole triangulation.

Definition 75 Let u ∈ Sh be a map u : Mh → Rd on a simplicial
surfaceMh with set of vertices Vh. Then the (total) discrete Laplacian
∆hu(p) ∈ Rd at each vertex p ∈ Vh is defined as

∆hu(p) := −
Z
star p

∇u,∇ϕp® . (3.18)

Similarly, let u ∈ S∗h be a non-conforming map then ∆∗h : S∗h → V ∗h
at an edge midpoint m is given by

∆∗hu(m) := −
Z
starm

h∇u,∇ψmi (3.19)

with basis functions ϕp ∈ Sh and ψm ∈ S∗h.
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In explicit notation we have at an interior vertex p and an interior
edge midpoint m

∆hu(p) = −1
2

X
qi∈n(p)

(cotαi + cotβi)(u(p)− u(qi))

∆∗hu(m) = −2(cotα−2(u(m)− u(m−1)) + cotα−1(u(m)− u(m−2))
+ cotα1(u(m)− u(m2)) + cotα2(u(m)− u(m1)))

where {qi} is the set of vertices on the link of p, and {mi} the set of
vertices on the link of m in counter-clockwise order and vertex angles
αi opposite to mi in each triangle.
In Chapter 7 we will see the relationship between the discrete Laplace-
Beltrami operators and the divergence operators on vector fields.

3.7 Extension to Bezier Polyomials

Among the important concepts in CAD is the control polygon of
piecewise polynomial curves and surfaces which provides an intuitive
representation of the shape. For completeness we show how easily
the previous concepts extend to a characterization of harmonicity in
terms of the control polygon of Bezier triangles. Here we give the
notion of the Dirichlet energy of polynomial maps of order n in terms
of their Bezier control polygon.
Any polynomial bn : T → Rd is determined by a triangular Bezier
control grid given by vertices {bI} ⊂ Rd. Using Bernstein basis func-
tions and barycentric coordinates q on T the polynomial bn has the
representation

bn(q) =
X
I=|n|

bIB
n
I (q) (3.20)

using the multi-index I = (i, j, k) with i + j + k = n. A good intro-
duction is the book by Farin [42].
For the derivation of the Dirichlet energy we denote the difference
vector between two adjacent control points by

∆bI+ej := bI+ej+1 − bI+ej−1 .
Similarly we introduce a shortcut for difference of Bernstein polyno-
mials

∆Bn−1I−ej := B
n−1
I−ej+1 −Bn−1I−ej−1 .

Then we have

75



3.7. Extension to Bezier Polyomials 3. Conjugation of Discrete Harmonic Maps

Lemma 76 The Dirichlet energy of a Bezier polynomial bn : T → R
be a Bezier polynom given by Equation 3.20 on a triangle T ∈ Rm is
given by

1

2

Z
T

|∇bn|2 =
3X
j=1

cotαj
X
|I|=|J|
=n−1


∆bI+ej ,∆bJ+ej

®
BnIJ (3.21)

where αj are the vertex angles of the domain triangle T , {bI} the
Bezier control points of the image, and coefficients

BnIJ :=

Z
∆n

Bn−1I Bn−1J dx,

integrated over a triangle ∆n of area n2

2 , which depend on the chosen
Bernstein basis BnI only, and not on b

n and T .

Proof. We define shortcuts

dj :=
d

duj

X
|I|=n

bIB
n
I (u(x)) = n

X
|I|=n

bjB
n−1
I−ej (u(x)).

such that

∇bn(u(x)) =
3X
j=1

dj∇uj

and

|∇bn(u(x))|2 =
3X
j=1

³
d2j |∇uj |2 + 2dj−1dj+1 h∇uj−1,∇uj+1i

´
.

(3.22)
Since

3X
j=1

∇uj = 0

we have

|∇uj |2 = |∇uj−1|2 + 2 h∇uj−1,∇uj+1i+ |∇uj+1|2
= − h∇uj−1,∇uji− h∇uj ,∇uj+1i .

Inserting this into above Equation 3.22 leads to

|∇bn(u(x))|2 = −
3X
j=1

(dj+1 − dj−1)2 h∇uj+1,∇uj−1i . (3.23)
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Using

h∇uj−1,∇uj+1i = − cotαj
2 areaT

.

and Z
T

(dj+1 − dj−1)2dx (3.24)

= n2
Z
T

 X
|I|=n−1

∆bI+ejB
n−1
i (u(x))

2

dx

= n2
X
|I|=|J|
=n−1


∆bI+ej ,∆bJ+ej

® Z
T

Bn−1I Bn−1J dx

We replace the integration domain T with a triangle ∆n of area n2

2

such that 2 areaT
n2 is factored out and obtain the proposed equation.

¤
For each j the double sum contains pairwise scalar products for all
parallel edges of the Bezier control net. The independent coefficients
BnIJ and the right-hand integral can be precomputed and stored in
a lookup table. They are totally symmetric with respect to any per-
mutation inside I and J .
The Dirichlet energy is quadratic in the control points of the Bezier
net. Let b := (b1, .., bm) be a linear enumeration of all Bezier control
points then one can setup a stiffness matrix S such that

ED(b
n) =t B · S ·B.

The same matrix can be used for the Dirichlet gradient:

Lemma 77 Let ED(bn) be the Dirichlet energy of a Bezier polynom
over a triangle T . By variation of a Bezier control point bJ we obtain
the J-th component of the Dirichlet gradient

d

dbJ

Z
T

|∇bn|2 dx = 4
3X
j=1

cotαj
X

|I|=n−1
∆bI+ej

Z
∆n

Bn−1I ∆Bn−1J−ejdx.

Proof. Using a different numbering in Equation 3.24 we obtainZ
T

(dj+1 − dj−1)2dx = n2
Z
T

X
|I|=n

bI∆B
n−1
I−ej

2

dx

= n2
X

|I|=|J|=n
bIbJ

Z
T

∆Bn−1I−ej∆B
n−1
J−ejdx
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which leads to

1

2

Z
T

|∇bn(u(x))|2 dx =
3X
j=1

cotαj ·
X

|I|=|J|=n
bIbJ

Z
∆n

∆Bn−1I−ej∆B
n−1
J−ejdx

= 4
3X
j=1

cotαj
X
|I|=n

bI

Z
∆n

∆Bn−1I−ej∆B
n−1
J−ejdx.

The proposed equation follows by inserting the Bezier representation
of ∆Bn−1I−ej . ¤
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4

Discrete Minimal Surface

Minimal surfaces are characterized by having least area compared
to near-by surfaces with the same boundary. This variational prop-
erty, which was the original interest in minimal surfaces, was soon
relaxed to include unstable critical points as well. Equivalently, these
surface can be geometrically characterized by having vanishing mean
curvature.
Examples have played a central part in the development of the min-
imal surface theory and fruitfully complemented the theoretical re-
search. In recent years many new examples were studied experimen-
tally using elaborated calculations for the analytic continuation of
complex functions and the integration of the Weierstraß representa-
tion formulas. Although these methods allow to compute any surface
given by its Weierstraß representation, this analytic approach has the
drawback that the Weierstraß formulas must be known in advance.
Since the existence of many unstable minimal surfaces was mathe-
matically proved indirectly via the so-called conjugate surface con-
struction there was a strong need to develop a numerical scheme and
actually compute the conjugate surface of a minimal surface [66][68].
The numerical method developed in [88] jointly with Pinkall was the
first scheme to compute the conjugate of a numerically computed
minimal surface. The key insight came from a new understanding of
the geometric and variational properties of triangle nets. The method
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FIGURE 4.1. Asymptotic growth of two complete discrete catenoids de-
pends on the dihedral symmetry.

was later extended in [86] jointly with Oberknapp to the computation
of constant mean curvature surfaces via a conjugation of minimal
surfaces in S3, compare Chapter 5.
The main theoretical result in this section is a new precise under-
standing of the variational properties of pairs of discrete conjugate
minimal surfaces, which was not known in the original works, by
working in the functions space of non-conforming triangle meshes.
This chapter also introduces discrete minimal surfaces and derives
their variational properties, we define the mean curvature normal as
an operator on the discrete mesh.
Another important result is an explicit description some complete
discrete minimal surfaces which were jointly discovered with Ross-
man [95]. For example, these descriptions allow to construct unstable
discrete surfaces whose shape is given exact coordinates, a fact, which
is particularly useful for the study of higher order properties like the
index of minimal surfaces, see Chapter 6.

4.1 Review of the Smooth Variation of Area

Let F : Ω→M ⊂ R3 be a parameterized surface of a domain Ω ⊂ R2.
A variation of M is a family of surfaces given by a differentiable map

G : Ω× (−ε, ε) → R3

G(x, 0) = F (x) x ∈ Ω.
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The induced vector field on M

Y : Ω→ TM

Y (x) =
d

dε
G(x, ε)|ε=0

is called the first variation of G.

Lemma 78 For a given surfaceM and a variation vector field Y the
first variation of the area functional at M in direction of Y is defined
by

δ area(M,Y ) :=
d

dε
area(Mε)|ε=0 ∈ R

and given by

−δ area(M,Y ) =
Z
∂M

hY, νi ds+ 2
Z
M

hY,NiHdA ,

where ν is the outer normal along ∂M .
Proof. see Hildebrandt et al. [32] or Lawson [73]. ¤

If Y = λN is a normal variation then the boundary component van-
ishes and we have

δ area(M,Y ) = −2
Z
M

λHdA.

Further, if λ ≡ 1 and H is constant we obtain

H = −δ area(M,N)
area(M)

.

4.2 First Variation of the Discrete Area and
Volume

A variation of a polyhedral surface is determined by a variation of its
vertices with the same mesh connectivity. For simplicity we require a
C2 variation but often a differentiability of lower order is sufficient.

Definition 79 Let P = {p1, ..., pm} be the set of vertices of a discrete
surface Mh. A variation Mh(t) of Mh is defined as a C2 variation of
the vertices pi

pi(t) : [0, ²)→ Rd so that pi(0) = pi ∀i = 1, ..,m.
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The straightness of the edges and the flatness of the triangles are
preserved as the vertices move.
Formally, we have for each t that pi(t) ∈ Sh and pi(0) = id(Mh) is
the identity map of Mh.

Up to first order a variation is given by a set of vectors V = {v1, ..., vm},
vi ∈ Rd defined on the vertices P = {p1, ..., pm} of Mh. Often we re-
strict a variation to interior vertices by assuming vi = 0 ∈ Rd along
the boundary, or add special constraints on the boundary ofMh. The
vectors vpj are the variation vector field such that the variation has
the form

pj(t) = pj + t · vpj +O(t2), (4.1)

that is, p0j(0) = vpj . We define the vector ~v ∈ Rdm by

~vt = (vt1, ..., v
t
m). (4.2)

In the following we will restrict to d = 3 which allows the use of
a well-defined normal vector although many results hold in higher
codimension too.
In the smooth situation, the variation at interior points is typically
restricted to normal variation since the tangential part of the varia-
tion only performs a reparametrization of the surface. However, on
discrete surfaces there is an ambiguity in the choice of normal vec-
tors at the vertices, so we allow arbitrary variations. But we will
later see in Chapter 6 (Section 6.5) that our experimental results can
accurately estimate normal variations of a smooth surface when the
discrete surface is a close approximation to the smooth surface.
In the following we derive the evolution equations for some basic
discrete operators under variation Mh(t) of a discrete surface Mh.
Recalling, that the area of a discrete surface is

areaMh :=
X
T∈T

areaT,

where areaMh denotes the Euclidean area of the triangle T as a
subset of R3.
At each vertex p of Mh, the gradient of area is

∇p areaMh =
1

2

X
T=(p,q,r)∈star p

J(r − q), (4.3)

where J is rotation of angle π
2 in the plane of each oriented triangle

T . The first derivative of the surface area is then given by the chain
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rule
d

dt
areaMh =

X
p∈V

hp0,∇p areaMhi. (4.4)

The volume of an oriented surfaceMh is the oriented volume enclosed
by the cone of the surface over the origin in R3

volMh :=
1

6

X
T=(p,q,r)∈Mh

hp, q × ri = 1

3

X
T=(p,q,r)∈Mh

h ~N, pi · areaT,

where p is any of the three vertices of the triangle T and ~N = (q −
p)× (r− p)/|(q − p)× (r− p)| is the oriented normal of T . It follows
that

∇p volMh =
X

T=(p,q,r)∈star p
q × r/6 (4.5)

and
d

dt
volMh =

X
p∈P

hp0,∇p volMhi. (4.6)

Remark 80 Note also that ∇p volMh =
P

T=(p,q,r)∈star p(2 · areaT ·
~N + p× (r − q))/6. Furthermore, if p is an interior vertex, then the
boundary of star p is closed and

P
T∈star p p× (r − q) = 0. Hence the

q × r in Equation 4.5 can be replaced with 2 · areaT · ~N whenever p
is an interior vertex.

4.3 Discrete Mean Curvature

The mean curvature vector on smooth surfaces provides a measure
how much the surface area changes compared to near-by surfaces,
that means, if a surface is moved at constant speed along the surface
normal. In the polyhedral case we will use a similar approach to
obtain a discrete version of the mean curvature vector. Similar to the
definition of a discrete Gauß curvature the polyhedral mean curvature
will measure the curvature of a small region. Later it will turn out that
the mean curvature vector can be interpreted as the discrete Laplace-
Beltrami operator on surfaces which was introduced in Chapter 3.
The area of a polyhedral surface is defined as the sum of the area
of all elements. Let T be a triangle spanned by two edges v and
w emanating from a vertex then its area is given by the relation
4 area2 T = |v|2 |w|2−hv, wi2. In the following we prefer an expression
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of the area in terms of vertices and vertex angles of the surface. Let
T be a triangle with vertices qi and vertex angles αi. Then

areaT =
1

4

3X
j=1

cotαj |qj−1 − qj+1|2 .

For practical applications we derive a simple formula of the area gra-
dient in intrinsic terms of the polyhedral mesh, see [88].

Lemma 81 Let p be an interior vertex of a simplicial surface Mh.
Then the gradient of the area with respect to variation of vertices can
be expressed in the following cotangent formula

∇p areaMh =
1

2

X
j

(cotαj + cotβj)(p− qj). (4.7)

Proof. The area gradient is the sum of the individual area gradients
of all triangles containing p. In each triangle the area gradient of p
is parallel to the height vector point toward p with length |c|. If c
is the oriented edge opposite to p and J the rotation in the oriented
plane of the triangle by π

2 then the gradient can be expressed by
1
2Jc.

Summing over all triangles containing p we obtain

∇p areaMh =
1

2

X
j

Jci.

Using the explicit representation of Jc on a single triangle with edges
c = a− b and vertex angles α and β at the end points of c,

Jc = a cotα+ b cotβ,

one obtains the proposed equation. ¤
This formula easily generalizes to non-manifold surfaces where, for
example, three triangles join at a common edge.
IfMh(t) is a variation of simplicial surfaces such that each vertex p(t)
is a differentiable function for t ∈ (−ε, ε) then

d

dt
areaMh(t) =

X
p∈P

hp0,∇p areaMhi .

The mean curvature of a smooth surface measures the variation of
area when changing to parallel surfaces in normal direction. In the
discrete case there exists no unique normal vector, but, as first derived
in [88], if we choose as normal vector the direction of the area gradient,
then the following definition leads to a discrete mean curvature vector
which has similar properties as the smooth mean curvature vector.
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Definition 82 The discrete mean curvature at the vertex p of a sim-
plicial surface Mh is a vector-valued quantity

−→
H (p) := ∇p areaMh. (4.8)

Note, this mean curvature operator is an integrated operator and
measures the total mean curvature in the vicinity of a vertex. There-
fore, when computing the total mean curvature of a surface one sim-
ply needs to sum up the mean curvature of all vertices instead of
integrating over the surface. In this sense, the mean curvature is a
measure at vertices similar to the (total) Gauss curvature introduced
in Definition 19. Compare the definition of discrete mean curvature
by Hsu, Kusner and Sullivan [63] in the experimental study of mini-
mizers of the Willmore integral.
Another idea, which we just mention for completeness, is to define
the mean curvature at edges instead of vertices based on the heuristic
that the bending of a surface happens at edges. Here we will compare
these two approaches.

Lemma 83 Let e be an edge common to two triangles T1 and T2,
and let m be an arbitrary point in the interior of e. If we bisect both
triangles with edges from m and to the vertex opposite to e in each
triangle then m becomes a vertex with four adjacent triangles. Then
the area gradient at m

∇m area(starm) = |e|
2

√
2 + 2 cos θNe

does not depend on the position of m within the edge but depends only
on the dihedral angle θ of the edge, the length of the edge e and the
angle bisecting unit normal vector Ne.

Proof. Denote the edges of the triangle Ti with {ai, bi, e}. Then
starm consists of four triangles and we calculate the mean curvature
normal at m:

∇m area(starm) =
1

2
(J1a1 + J1b1 + J2a2 + J2b2)

=
|e|
2

√
2 + 2 cos θNe

where θ is the edge angle and Ne is the angle bisecting unit normal
along e. ¤
Since the area gradient is independent of the position of the point
m on the edge we use the result of the previous lemma to define the
mean curvature of an edge:

85



4.3. Discrete Mean Curvature 4. Discrete Minimal Surface

Definition 84 Let e be an edge of a simplicial surface Mh. Then the
mean curvature vector of the edge is defined by

−→
H (e) =

|e|
2

√
2 + 2 cos θNe

where θ is the dihedral angle between the two triangle adjacent to e
and Ne the angle bisecting unit normal vector. If e is a boundary edge,
we set θ := 0 and Ne := Je.

Note, the sign of the mean curvature is hidden in the definition of
the normal vector Ne. If the surface is orientable then one could use
a normal vector field and obtain a vector H(e) whose sign is the sign
of < Ne, N >.

Lemma 85 Let Mh be a simplicial surface possibly with boundary,
and let us denote all edges as interior which are not fully part of the
boundary. Then we have

1

2

X
e∈∂Mh

Je =
X
e∈M̊h

−→
H (e).

Proof. The contribution of each triangle, which does not contain a
boundary edge, to the total mean curvature term is zero. The contri-
bution of each boundary triangle to the total mean curvature term is
equal to the contribution of the left hand side. ¤
The following lemma compares the vertex and edge based mean cur-
vature notions.

Lemma 86 Let Ω ⊂ Mh be a simply connected domain on a sim-
plicial surface which is a subcomplex and whose boundary ∂Ω is an
embedded circle. Then the total mean curvature of all interior points
of Ω is equal to the force along the boundary, i.e.X

p∈Ω̊

−→
H (p) =

1

2

X
e∈∂Ω

Je+ contribution from vertices.

where the right summation is taken over all edges e of the boundary.

Total mean curvature.

Proof. The margin figure shows the contribution to the total in-
terior mean curvature and the force along the boundary. The black
arrows and zeros are the contribution of the edges to the total mean
curvature of all interior vertices. The grey arrows and zeros is the
contribution to the total mean curvature of all edges. ¤
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Surface Tension as Force

An equivalent characterization of discrete minimal surfaces is possible
by looking at the force which acts on the boundary of a soap film. As
in the smooth case we assume at each vertex a tension respectively
force. Here the force is assumed to be orthonormal to the edge of the
link of a vertex and pointing in outward direction of the triangle.

Definition 87 Let Mh be simplicial surface possibly with boundary.
For each vertex p ∈ Mh we define the force F (p) as the sum of the
area gradients of each triangle in star p

F (p) := −
X

T∈star p
∇p areaT.

Similar to the smooth case the total mean curvature of all interior
vertices of a domain on a simplicial surface can be expressed as a
boundary term.

Lemma 88 Let Mh be a connected region on a simplicial surface.
Then the total mean curvature of all interior points of S is equal to
the total force along the boundary, i.e.X

p∈M̊h

−→
H (p) =

X
p∈∂Mh

F (p).

Proof. The margin figure shows the contribution of vertex gradients
of the different types of triangles to the total interior mean curvature
and to the total force along the boundary.

Contribution to force.

First, the contribution of triangles with only interior or only boundary
triangles is zero for mean curvature and for force. A triangle with one
interior vertex contributes the same to the interior vertex as to the
two boundary vertices, and a triangle with two interior vertices also
has identical contributions. This proofs the statement. ¤
Therefore, the definition of a discrete minimal surface is equivalent
to the vanishing of the total force of the star of each interior vertex,
or more general.

Corollary 89 Let Mh be a simplicial surfaces. Then Mh is a dis-
crete minimal surface if and only if the total force vanishes along the
boundary of any connected region Ω ⊂Mh vanishes.

Proof. If Mh is minimal then the total interior mean curvature of
any region Ω in Mh is zero and by Lemma 88 the total force of ∂Ω
vanishes. The minimality of Mh follows from the vanishing of the
force of the link of each vertex star. ¤
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4.4 Properties of Discrete Minimal Surfaces

In the previous section we have introduced the notion of mean cur-
vature vector as the gradient of the discrete area functional. Here we
will study the critical values of the area functional in more detail,
that is, surfaces with H ≡ 0.
Definition 90 A simplicial surface Mh is a discrete minimal sur-
face iff the discrete area functional of Mh is critical w.r.t. variations
of any set of interior vertices. To include symmetry properties into
this definition we sometimes allow a constraint variation of boundary
points:

• if a boundary segment is a straight line, then its interior points
may vary along the straight line

• if a boundary segment is a planar curve, then its interior points
may vary within the plane

• in all other cases the boundary points always remain fixed.

Note, the above definition is equivalent to saying that the area of
Mh is critical with respect to variations of any interior vertex. The
relaxed boundary constraints allow to simulate free boundary value
problems, and to extend minimal surfaces by reflection.

Corollary 91 A simplicial surface Mh is minimal if and only if at
each interior vertex p

∇p areaMh =
1

2

X
j

(cotαj + cotβj)(p− qj) = 0 (4.9)

where {qj} denotes the set of vertices of link p and αj,βj denote the
two angles opposite to the edge pqj. At boundary vertices on symmetry
arcs the area gradient is constraint to be tangential to the straight line
or to the plane.

Proof. This equation follows directly from the representation of the
area gradient as discrete mean curvature vector. ¤
The following properties of discrete minimal surfaces derived in [88]
are similar to equivalent properties of harmonic maps.

Lemma 92 Let Mh be a discrete minimal surface. If the star of an
interior vertex p consists of congruent isosceles triangles then p lies
in the center of mass of the vertices of its link.
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Proof. The weights in Equation 4.9 are all equal, therefore, p is the
mean of its adjacent vertices {qi}. ¤
The convex hull property for discrete minimal surfaces holds as long
as the surface consists only of acute triangles.

Lemma 93 Let Mh be a discrete minimal surface. If the star of an
interior vertex p consists of acute triangles then p lies in the convex
hull of its star.

Proof. The weights in Equation 4.9 are all positive, therefore, p is
a convex combination of its adjacent vertices {qi}

p =

P
j(cotαj + cotβj)qjP
j(cotαj + cotβj)

and lies within the convex hull of its link spanned by {qi}. ¤
The previous lemma does not hold in a more general case. The follow-
ing configuration is a counterexample to the maximum principle and
the convex hull property of discrete minimal surfaces. Its construc-
tion in [95] jointly with Rossman is based on the existence of obtuse
triangles. See also the model at [96] which contains an interactive
applet to analyze the dependence on the boundary configuration.
The counterexample is a special configuration of the 1−parameter
family of discrete minimal surfaces:

Counterexample to the max-
imum principle of discrete
minimal surfaces. The center
vertex lies outside the convex
hull of its link.

<points>
<p>-u 0 -u </p>
<p> u 0 -u </p>
<p>-1 1 0 </p>
<p> 1 1 0 </p>
<p>-1 -1 0 </p>
<p> 1 -1 0 </p>
<p> 0 0 h(u)</p>

</points>
<faces>

<f>0 6 2</f>
<f>6 3 2</f>
<f>6 1 3</f>
<f>0 4 6</f>
<f>4 5 6</f>
<f>5 1 6</f>
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</faces>
The parameter u varies in (0,∞) and the function h(u) determines the
vertical height of the center vertex. For u ∈ [0, 2] the central vertex
lies within the convex hull of the boundary after minimization. The
remarkable fact is that this property does not hold for u > 2 when
the minimum position of the central vertex is outside the convex hull
of the boundary. The model in the margin figure corresponds to the
parameter value u = 5.
Note, since the identity map of a discrete minimal surface is a discrete
harmonic map, this example also demonstrates that the mean value
property and convex hull property of discrete harmonic maps do not
hold. Further note, that both properties hold in special situations
where either all triangles are equilateral or have all vertex angles in
[−π

2 ,
π
2 ] degrees. In this example, the center vertex lies on the convex

hull exactly at u = 2 which is the situation when the first vertex
angle becomes π

2 . Increasing u further leads to an increasing angle.
Note that the discrete maximum principle does hold for the five-
vertex Laplacian defined over a the special rectangular Z× Z grid
[21].

4.5 Computing Discrete Minimal Surfaces

A direct minimization of the area functional is a non-linear problem
because of the angle terms in Equation 4.9. Another effect, which may
spoil numerical convergence, is the invariance of the area functional
with respect to reparametrizations of the image surface. This may
lead to tangential motions in an area minimization procedure.
The following observation leads to an effective method for area mini-
mization which in fact minimizes the Dirichlet energy in an iteration
process. This method was first employed by Dziuk [36] for the mean
curvature flow and later used in the context of discrete minimal sur-
faces by Pinkall and Polthier [88]. For a smooth map F : M → R3
from a Riemann surface M we have the estimate

areaF (M) ≤ 1
2

Z
M

|∇F |2 dx =: ED(F )

with equality iff F is a conformal map. Following a proposal of Hutchin-
son [65] we call the difference

EC(F ) := ED(F )− areaF (M)
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the conformal energy of the map F since for a Euclidean (x, y)-
domain M one has

EC(F ) =
1

2

Z
Ω

|JFx − Fy|2 , (4.10)

where J is the rotation by π
2 in the oriented tangent plane, is a natural

measure of failure for a map to be conformal. In the following we will
introduce a discrete analogue of these relationships.

Lemma 94 The gradient of the Dirichlet energy of the identity map
id of a simplicial surface Mh is equal to the area gradient, that is, at
any interior vertex p ∈M we have

∇p areaM = ∇pED(id).

Proof. The statement follows directly by applying the previous the-
orem to the id map and comparing its Dirichlet gradient with the
area gradient of Mh. ¤

Corollary 95 A simplicial surface Mhis minimal if and only if the
identity map idh :Mh →Mh is discrete harmonic.

As a consequence, we have a simplicial equivalent for the conformal
energy of smooth maps given in Equation 4.10.

Definition 96 Let Fh : Mh → Nh be a map between two simplicial
surfaces, then its discrete conformal energy is given by

EC(Fh) := areaFh(Mh)−ED(Fh). (4.11)

Corollary 97 Let Fh : Mh → Nh be a map between two simplicial
surfaces, then the discrete conformal energy and its gradient are given
by

∇Fh(p)EC(Fh) =
1

2

X
pj∈n(pi)

(∆αij +∆βij)(Fh(pi)− Fh(pj)) (4.12)

with the shortcuts

∆αij : = cotαij − cotαij
∆βij : = cotβij − cotβij

where α,β denote vertex angles on Mh and α,β denote vertex angle
on Nh.
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Proof. The statement directly follows from the definition of the
discrete conformal energy

∇Fh(p)EC(Fh) = ∇Fh(p) areaFh(Mh)−∇Fh(p)ED(Fh).
and inserting the above representations of area and Dirichlet gradi-
ents. ¤
Note, a map has vanishing conformal energy if and only if angles of
domain and image triangles are equal. But critical values of the con-
formal energy are much less constraint. For example, Hutchinson [65]
noticed that minimizing the conformal energy leads to nice triangu-
lations since it avoids decreasing the surface area which occurs when
minimizing the Dirichlet energy.
The following algorithm uses a sequence of Laplace-Beltrami har-
monic maps. In short, let M0 be an initial simplicial surface and let
a sequence of simplicial surfaces {Mi} be defined as images of a se-
quence of maps

Fi : Mi →Mi+1

∆gFi = 0

∂Fi(Mi) = Γ

which are Laplace-Beltrami harmonic with respect to the metric g of
Mi. If the limit surface M := limMi exists then the limit function
F :M →M is harmonic and conformal, therefore, F (M) is minimal.
The algorithm makes essential use of the fact that minimizing the
Dirichlet energy also minimizes the surface area in first order. The
major advantages of minimizing the Dirichlet energy compared to
minimizing surface are, first, that the minimization process has a
unique solution, and, second, that tangential motions can be ignored
during the first iterations. Compare the comments of Brakke on this
issue [19].

Algorithm 98 Solve the boundary value problem for discrete mini-
mal surfaces (either Dirichlet or Neumann conditions):

1. Choose an arbitrary initial surface M0 with boundary ∂M0 = Γ
as the first approximation of M , set i to 0.

2. Let Mi be a surface with boundary Γ, then compute the surface
Mi+1 as minimizer of the Dirichlet energyZ
Mi

|∇(Fi :Mi →Mi+1)|2 = min
M,∂M=Γ

Z
Mi

|∇(F :Mi →M)|2 .
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This uniquely defines a Laplace-Beltrami harmonic function Fi
whose image Fi(Mi) =Mi+1 will be taken as the domain surface
in the next iteration.

3. Set i to i + 1 and continue with step 2, for example, until
|area(Mi)− area(Mi+1)| < ².

In practice, this algorithm converges very fast during the first iter-
ation steps. It slows down if the surface is close to a critical point
of the area functional probably because then the area gradient no
longer approximates a ”good” surface normal. In any case, if the
algorithm converges to a non-degenerated surface then the limit is
discrete minimal. The next convergence statement shown in [88] is
merely a theoretical observation than having use in practical appli-
cations since the degeneracy assumption can hardly be ensured in
advance.

Proposition 99 The algorithm converges to a solution of the prob-
lem, if no triangles degenerate.

Proof. The condition ”no triangles degenerate” means that we as-
sume all triangle angles for all surfaces of the sequence to be uniformly
bounded away from 0 to π. From the construction the sequences
{area(Mi)} and{ED(fi :Mi →Mi+1)} are monotone decreasing:

area(Mi) = ED(id|Mi
) ≥ ED(fi :Mi →Mi+1)
= area(Mi+1) +EC(fi)
≥ ED(id|Mi+1

) = area(Mi+1)

If no triangles degenerate we minimize in a compact set of surfaces.
Therefore, a subsequence of {Mi} converges uniformly to a limit sur-
face M with respect to the norm assumed in the space of surfaces.
Since the identity map of the limit surface M is discrete harmonic
the area gradient ofM vanishes everywhere, that meansM is discrete
minimal. ¤

Other Methods for Solving the Plateau Problem

The Plateau problem looks for a minimal surface M spanned by a
given boundary curve Γ ⊂ R3. As an overview we mentioned three
popular methods to compute a numerical solution.
Minimal graph: If the surface is known to be a graph over a plane,
then there exists a scalar valued function z over a planar domain
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Ω ⊂ R2 with boundary ∂Ω

z : Ω→ R
z|∂Ω = g1 or

∂vz|∂Ω = g2

where g1 are prescribed Dirichlet boundary values, or g2 are Neu-
mann boundary conditions which prescribe the directional derivative
of z in direction of the outer normal along ∂Ω. Such a graph is area
minimizing w.r.t. to variations with compact support if it fulfills a
nonlinear elliptic partial differential equation, the minimal surface
equation

(1 + z2y)zxx + 2zxzyzxy + (1 + z
2
y)zxx = 0

Mean curvature flow allows to gradually decrease surface area. Let
M(t) with ∂M(t) = Γ be a 1-parameter family of C2 surfaces which
is differentiable in t. Then M(t) flows by mean curvature if it fulfills
the following parabolic partial differential equation

d

dt
M(t) = H(t) ·N(t)

d

dt
M(t) = ∆gM

where H(t) is the mean curvature and N(t) the surface normal of
M(t). If the flow does not run into a singularity and if it stops, then
this limit surface is minimal.

4.6 Conjugate Pairs of Discrete Minimal
Surfaces

Here we combine the results on non-conforming meshes of Chapter 3
and on simplicial minimal surface to derive the variational properties
of pairs of discrete conjugate minimal surfaces.

Review of Smooth Minimal Surfaces

Among the fundamental observations in the theory of smooth mini-
mal surfaces was the fact that each minimal surface comes in a family
of minimal surfaces, the so-called associate family or Bonnet family.
The simplest and most known example is the associate family which
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FIGURE 4.2. Free-boundary value problem of Schwarz P-surface in a cube
solved via discrete conjugate surface construction. Even the very coarse
resolution of the non-conforming mesh gives qualitatively good results.

transforms the catenoid C into the helicoid H, both are given by

C(u, v) =

 cos v coshu
sin v coshu

u

 , H(u, v) =

 sin v sinhu
− cos v sinhu

v

 .
Their associate family Fϕ(u, v) consists of all minimal surfaces given
by

Fϕ(u, v) = cosϕ · C(u, v) + sinϕ ·H(u, v).
The surface F

π
2 is called the conjugate surface of F 0, or, more general,

pairs Fϕ and Fϕ+π
2 . Fπ = −F is a point mirror image of F 0.

A more appropriate notation of the associate family follows from the
representation of minimal surfaces as complex curves in C3. Recall
the basic fact in minimal surface theory that the three coordinate
functions F = (f1, f2, f3) of a minimal surface F : Ω ⊂ R2 → R3
are harmonic maps if F is a conformal parameterization. Therefore,
there exist three conjugate harmonic maps f∗i which describe another
minimal immersion F ∗ = (f∗1 , f

∗
2 , f

∗
3 ) : Ω ⊂ R2 → R3. If we introduce

complex coordinates z = u+ iv in Ω then combination of both maps
to a holomorphic curve F + iF ∗ : Ω→ C3 with holomorphic coordi-
nate functions gives a family of immersion.Fϕ = Re(e−iϕ · (F + iF ∗)
called the associate family of F respectively F ∗. In the above exam-
ple the introduction of complex coordinates leads to the following
representation of the associate family of catenoid and helicoid given
by

Fϕ(z) = Re(e−iϕ · (C(z) + i ·H(z)) = Re(e−iϕ ·
 cosh z
−i sinh z

z

).
The following theorem summarizes the most important properties of
the associate family of smooth minimal surfaces without proof.
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Theorem 100 Let C,H : Ω → R3 be a pair of conformally para-
metrized conjugate minimal surfaces. Then the associate family Fϕ :
Ω→ R3 has the following properties:

1. All surfaces Fϕ of the associate family are minimal and iso-
metric.

2. The surface normals at each point Fϕ(u, v) is independent of
ϕ.

3. The partial derivatives fulfill the following correspondence:

Fϕ
u (u, v) = cosϕ · Cu(u, v)− sinϕ · Cv(u, v)
Fϕ
v (u, v) = sinϕ · Cu(u, v) + cosϕ · Cv(u, v) ,

in particular, the partials of a conjugate pair C and H satisfy
the Cauchy-Riemann equations:

Cu(u, v) = Hv(u, v)
Cv(u, v) = −Hu(u, v) .

This relation can be written in a compact form dH = ∗dC using
the Hodge ∗ operator.

4. If a minimal patch is bounded by a straight line, then its conju-
gate patch is bounded by a planar symmetry line and vice versa.
This can be seen in the catenoid-helicoid examples, where pla-
nar meridians of the catenoid correspond to the straight lines
of the helicoid.

5. Since at every point the length and the angle between the par-
tial derivatives are identical for the surface and its conjugate
(i.e. both surfaces are isometric) we have as a result, that the
angles at corresponding boundary vertices of surface and conju-
gate surface are identical.

The last two properties are most important for the later conjugate
surface method.

Review of the Conjugate Surface Construction

Over the last decade the conjugate surface method has been estab-
lished as one of the most powerful techniques to construct new mini-
mal surfaces with a proposed shape in mind. One of the major draw-
backs of the method is the so-called period problem which often pre-
vents a rigorous existence proof of the examples. In these situation
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where theoretical techniques fail up to now, a numerical approach is
required to allow experiments.
The major obstacle for a numerical simulation of the conjugate sur-
face method is the fact, that the minimal surfaces are usually un-
stable. Currently, the conjugation method based on discrete minimal
surfaces is the only numerical method to compute the conjugate of a
polyhedral minimal surface with satisfactory results.

4.6.1 Discrete Conjugate Minimal Surface

In this section we develop the notion of the conjugate and the asso-
ciate family of a discrete minimal surface. In [88] the discrete con-
jugation algorithm is based the concept of discrete harmonic maps,
but the method did not unveil the variational properties of the con-
jugate surface. In the following we first show the area minimality of
the conjugate discrete minimal surface, and second, describe a prac-
tical algorithm by reformulating the conjugation method of [88] in
terms of the conjugation of harmonic maps using conforming and
non-conforming functions derived in Chapter 3.
Currently, the method [88] seems to be the only method to allow the
conjugation of a numerically computed discrete minimal surface with
reasonable results. The main difficulties are to provide accurate C1

information, which is required for the conjugation, from numerically
obtained minimal surfaces.
The remaining part of this section shows that the conjugate minimal
surface is well-defined, and derives some important properties. Most
results follow from properties of the conjugate harmonic coordinate
functions.
Let us remind some properties of the differential of a polyhedral map
F :Mh → Rd where either F ∈ Sh or F ∈ S∗h. At each point p ∈Mh

the differential dF|p : TpMh → TF (p)F (Mh) is given by

dF|p(v) =

 h∇pf1, vi
..

h∇pfd, vi

 ∀ v ∈ TpMh

if F = (f1, .., fd) are the coordinate functions. A map F is said to
be harmonic if all coordinate functions are harmonic with respect to
the metric of Mh. Recalling the definition of the Hodge ∗ operator
directly leads to the following definition by applying the operator on
the component functions. We say, that a simplicial surface Mh is in
Sh respectively S∗h if the triangulation is edge continuous respectively
edge-midpoint continuous.

97



4.6. Conjugate Pairs of Discrete Minimal Surfaces 4. Discrete Minimal Surface

Definition 101 Let F = (f1, .., fd) : Mh → Rd be a simplicial map
in Sh or S∗h. The Hodge star operator is defined by

∗dF|p(v) :=
 ∗df1|p(v)..
∗dfd|p(v)

 =

 hJ∇pf1, vi
..

hJ∇pfd, vi

 ∀ v ∈ TpMh

where J is the rotation by π
2 in the oriented tangent space of each

triangle of Mh with respect to the metric in Mh.

For example, if F = id :Mh →Mh is the identity map of a simplicial
surface, then we obtain on each triangle

∗d id|p(v) := −Jv ∀ v ∈ TpMh. (4.13)

Now we are ready to extend the results on discrete harmonic maps
of the previous section to the conjugation of simplicial minimal sur-
faces. In the following theorem we show that the differential ∗d id is
closed on simplicial minimal surfaces, and that its integral gives the
conjugate minimal surface:

Definition 102 Let Mh be a simplicial minimal surface in Sh (or in
S∗h). Then a discrete conjugate minimal surface M

∗
h is a solution of

Equation 4.13.

Non-conforming Catenoid. Conforming Helicoid.

Conforming Catenoid. Non-conforming Helicoid.
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The following theorem justifies this definition and states the general
relation between conjugate pairs of discrete minimal surfaces.

Theorem 103 1. Let Mh ⊂ Rd be a discrete minimal surface in Sh.
Then there exists a conjugate surface M∗h ⊂ Rd in S∗h which is critical
for the area functional in S∗h.
2. Let Mh ⊂ Rd be a discrete minimal surface in S∗h. Then there
exists a conjugate surface M∗h ⊂ Rd in Sh which is critical for the
area functional in Sh.
3. M∗h is uniquely determined by Mh up to translation.
4. Mh and M∗h are isometric and have the same Gauss map in the
sense that corresponding triangle are congruent and parallel.
5. Applying the conjugation twice leads to

M∗∗h = −Mh

for a suitably chosen origin.

Proof. Since Mh is a critical for the area functional the identity
map

id :Mh →Mh

is a discrete harmonic map by Corollary 95. Therefore, Theorem 71
in Chapter 3 proves that there exist conjugate harmonic component
functions which give rise to a map on Mh

id∗ :Mh → Rd.

with M∗h := id
∗Mh.

It remains to show that M∗h is a discrete minimal surface. Here we
assume that Mh is in Sh - the case Mh in S∗h would work with the
same words.
We show thatM∗h fulfills the balancing condition. Let p

∗ ∈M∗h be an
interior vertex, then by harmonicity of id∗ ∈ S∗h we have

d

dm∗
ED(id

∗) = 2(cotα−2(m
∗ −m∗−1) + cotα−1(m∗ −m∗−2)(4.14)

+cotα1(m
∗ −m∗2) + cotα2(m∗ −m∗1))

= 0

where m∗ and m∗i are the images of id
∗ of edge midpoints in Mh.

Since on each triangle id∗ is a rotation by π
2 , corresponding triangles

of Mh and M∗h are isometric and have the same angles. Therefore,
Equation 4.14 also is the criticality condition of the Dirichlet energy
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of the identity map of M∗h which lies in S
∗
h. Thus M

∗
h is a discrete

minimal surface in S∗h.
The uniqueness follows from the uniqueness of the conjugate har-
monic map and its integration constants. ¤
Summarizing, the theorem shows that a conjugate pair of discrete
minimal surfaces does not exist in the space of piecewise linear con-
forming elements S.h but naturally leads to the space of piecewise
linear non-conforming Crouzeix-Raviart elements S∗h. Sh alone is too
rigid to contain the conjugate of a minimal surface too.
In other words, if Mh is be a simplicial minimal surface in Sh respec-
tively in S∗h then its discrete conjugate minimal surface M

∗
h is the

image of the conjugate harmonic id∗ :Mh → Rd map of the identity
map of id :Mh →Mh, that is, id and id

∗ fulfill

d id∗ = ∗d id .
The usage of the same domain Mh for both identity maps seems
to distinguish Mh from M∗h but only the conformal structure of the
domain surface is relevant for the minimality condition. Therefore,
we may instead use M∗h or, more appropriate, use id :Mh →Mh and
id∗ :M∗h →M∗h .

4.6.2 Numerical Conjugation

In practical applications the conjugation of a simplicial minimal sur-
face by rotating each triangle and reassembling the rotated copies
requires that the simplicial minimal surface has been computed very
exact. Often, minimal surfaces are computed by solving a variational
problem where the numerical method stops before reaching the ab-
solute zero of the gradient. A much more stable procedure has been
suggested in [88] to circumvent this difficulty: in a minimization pro-
cedure based on the Dirichlet energy there exists an accurately com-
puted harmonic map Fi between the last two compute surfaces Mi

and Mi−1. Instead of by applying the conjugation to the approxima-
tionMi of the limit minimal surface, it is more stable to compute the
harmonic conjugate map

F ∗i :Mi−1 →M∗i .

The following algorithm summarizes the procedure:

Algorithm 104 To compute the conjugate M∗h of the Plateau prob-
lem Mh with Dirichlet boundary condition Γ:
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1. Follow the minimization algorithm above to compute a sequence
of discrete harmonic maps Fi :Mi →Mi+1.

2. Compute the harmonic conjugate F ∗i of Fi :Mi →Mi+1.

3. Set Mh := Mi+1 as numerical approximation of the Plateau
solution, and set M∗h := F

∗
i (Mi) as approximation of the con-

jugate minimal surface.

This algorithm generates a sequence of discrete surfaces {Mi} and
vector-valued harmonic maps {Fi :Mi →Mi+1} which converges to
a minimal surface if no degeneration occurs. In order to extend the
conjugation technique of the previous sections to the computation of
the conjugate of a minimal surface we allow the surfaces Mi to be
either all conforming or all non-conforming triangulations. In this case
the coordinate functions of each Fi are discrete harmonic functions
either in Sh or S∗h, and the image F

∗
i (Mi) of the conjugate harmonic

of Fi is a good approximation of the conjugate minimal surface. The
two approximations Mh and M∗h are either a conforming and a non-
conforming triangulation, or vice-versa.

FIGURE 4.3. Transformation of a free-boundary value problem into a fam-
ily of Dirichlet boundary value problems.

4.7 Discrete Minimal Catenoid

Examples are important building blocks in the development of a
mathematical theory. The first smooth minimal surfaces were found
already in the 18th century when Lagrange formulated the variational
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pq1

q2

q3

q4

y
x 0

z

FIGURE 4.4. Discrete catenoid with essential stencil, see Lemma 105

characterization of minimal surfaces. The French geometer and en-
gineer Jean Baptiste Meusnier (1754-1793) recognized the first non-
trivial examples of minimal surfaces: the catenoid found by Euler in
1744, also called the chain surface, because it is the surface swept
out when one rotates the catenary curve that corresponds to a freely
hanging chain about a suitable horizontal line, and the helicoid, or
screw surface. Already the discovery of the next examples in 1835
was regarded as so sensational that its discoverer Heinrich Ferdinand
Scherk (1798-1885), Professor at Kiel and Bremen, won a prize at the
Jablonowski Society at Leipzig in 1831.
The discovery of this discrete minimal catenoid by Polthier and Ross-
man [95] was driven by a very practical need, namely the provision of
an unstable discrete minimal surface for investigations on the index
of minimal surfaces. The numerical eigenvalue computations require
a very accurate unstable surface as input which is hardly produced
by means of minimization methods. Here the explicit formulae allow
to create unstable catenoids of arbitrary resolution. The model [94]
at the EG-Models journal includes an interactive applet to study the
whole family of discrete catenoids.
The strategy for the construction of an explicit formula for embed-
ded complete discrete minimal catenoids is to assume that the vertices
lie on congruent planar polygonal meridians and that the meridians
placed so that the traces of the surfaces will have dihedral symme-
try. Under these assumptions we find that the vertices of a discrete
meridian lie equally spaced on a smooth hyperbolic cosine curve. Fur-
thermore, these discrete catenoids will converge uniformly in compact
regions to the smooth catenoid as the mesh is made finer.
We begin with a lemma that prepares the construction of the vertical
meridian of the discrete minimal catenoid, by successively adding one
horizontal ring after another starting from an initial ring. Since our
construction will lead to pairwise coplanar triangles, the star of each
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individual vertex can be made to consist of four triangles (see Remark
146). We now derive an explicit representation of the position of a
vertex surrounded by four such triangles in terms of the other four
vertex positions. The center vertex is assumed to be coplanar with
each of the two pairs of two opposite vertices, with those two planes
becoming the plane of the vertical meridian and the horizontal plane
containing a dihedrally symmetric polygonal ring (consisting of edges
of the surface). See Figure 4.4.

Lemma 105 Let a, b, d, e be given real numbers with b 6= e and
let θ be a dihedral angle which determine four vertices p = (d, 0, e),
q1 = (d cos θ,−d sin θ, e), q2 = (a, 0, b), and q3 = (d cos θ, d sin θ, e).
Then there exists a choice of other real numbers x and y and a fifth
vertex q4 = (x, 0, y) so that the discrete surface formed by the four
triangles (p, q1, q2), (p, q2, q3), (p, q3, q4), and (p, q4, q1) is minimal,
i.e.

∇p area(star p) = 0 ,
if and only if

2ad >
(e− b)2
1 + cos θ

.

Furthermore, x and y are unique and of the form

x =
2(1 + cos θ)d3 + (a+ 2d)(e− b)2

2ad(1 + cos θ)− (e− b)2 ,

y = 2e− b.
Proof. First we note that the assumption b 6= e is necessary. If b = e,
then one may choose y = b, and then there is a free 1-parameter
family of choices of x, leading to a trivial planar surface.
For simplicity we apply a vertical translation and a homothety about
the origin of R3 to normalize d = 1, e = 0, and by doing a reflection
if necessary, we may assume b < 0. Let c = cos θ and s = sin θ.
We derive conditions for the coordinate components of ∇p area to
vanish. The second component vanishes by symmetry of star p. Using
the definitions

c1 :=
(a− 1)s2 − b2(1− c)p
2b2(1− c) + (a− 1)2s2 , c2 :=

ab+ bp
2b2(1− c) + (a− 1)2s2 ,

the first (resp. third) component of ∇p area vanishes if

c1 =
y2(1− c)− (x− 1)s2p
2y2(1− c) + (x− 1)2s2 , resp. c2 =

−(x− 1)y − 2yp
2y2(1− c) + (x− 1)2s2 .

(4.15)
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Dividing one of these equations by the other we obtain

x− 1 = c2y(1− c) + 2c1
c2s2 − c1y y , (4.16)

so x is determined by y. It now remains to determine if one can find
y so that c2s2 − c1y 6= 0. If x− 1 is chosen as in Equation 4.16, then
the first minimality condition of Equation 4.15 holds if and only if
the second one holds as well. So we only need to insert this value for
x − 1 into the first minimality condition and check for solutions y.
When c1 6= 0, we find that the condition becomes

1 =
c2s

2 − c1y
|c2s2 − c1y|

y

|y|
−(1− c)y2 − 2s2p

2(1− c)c22s4 + 4c21s2 + (2(1− c)c21 + s2(1− c)2c22)y2
.

Since −(1− c)y2 − 2s2 < 0, note that this equation can hold only if
c2s

2 − c1y and y have opposite signs, so the equation becomes

1 =
(1− c)y2 + 2s2p

2(1− c)c22s4 + 4c21s2 + (2(1− c)c21 + s2(1− c)2c22)y2
,

which simplifies to

1 =

p
(1− c)y2 + 2s2p
(1− c)c22s2 + 2c21

.

This implies y2 is uniquely determined. Inserting the value

y = ±b,
one finds that the above equation holds. When y = b < 0, we find
that c2s2 − c1y < 0, which is impossible. When y = −b > 0, we find
that c2s2 − c1y < 0 if and only if 2a(1 + c) > b2. And when y = −b
and 2a(1 + c) > b2, we have the minimality condition when

x =
2 + 2c+ ab2 + 2b2

2a+ 2ac− b2 .

Inverting the transformation we did at the beginning of this proof
brings us back to the general case where d and e are not necessarily 1
and 0, and the equations for x and y become as stated in the lemma.
When c1 = 0, we have (a−1)(1+c) = b2 and (x−1)(1+c) = y2, so, in
particular, we have a > 1 and therefore 2a(1+c) > b2. The right-hand
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side of Equation (4.15) implies y = −b and x = a. Again, inverting
the transformation from the beginning of this proof, we have that x
and y must be of the form in the lemma for the case c1 = 0 as well.
¤
The next lemma provides a necessary and sufficient condition for
when two points lie on a scaled cosh curve, a condition that is identical
to that of the previous lemma. That these conditions are the same is
crucial to the proof of the upcoming theorem.

Lemma 106 Given two points (a, b) and (d, e) in R2 with b 6= e, and
an angle θ with |θ| < π, there exists an r so that these two points lie
on some vertical translate of the modified cosh curve

γ(t) =

µ
r cosh

·
t

e− b arccosh
µ
1 +

1

r2
(e− b)2
1 + cos θ

¶¸
, t

¶
, t ∈ R ,

if and only if 2ad > (e−b)2
1+cos θ .

Proof. Define δ̂ = e−b√
1+cos θ

. Without loss of generality, we may
assume 0 < a ≤ d and e > 0, and hence −e ≤ b < e. If the points
(a, b) and (d, e) both lie on the curve γ(t), then

arccosh

Ã
1 +

δ̂
2

r2

!
= arccosh

µ
d

r

¶
− sign(b) · arccosh

³a
r

´
,

where sign(b) = 1 if b ≥ 0 and sign(b) = −1 if b < 0. Note that if
b = 0, then a must equal r (and so (ar ) = 0). This equation is solvable
(for either value of sign(b)) if and only ifÃ

d

r
+

r
d2

r2
− 1
!Ã

a

r
+

r
a2

r2
− 1
!
= 1 +

δ̂
2

r2
+

δ̂

r

s
2 +

δ̂
2

r2

when b ≤ 0, or

d
r +

q
d2

r2 − 1
a
r +

q
a2

r2 − 1
= 1 +

δ̂
2

r2
+

δ̂

r

s
2 +

δ̂
2

r2

when b ≥ 0, for some r ∈ (0, a]. The right-hand side of these two
equations has the following properties:

1. It is a nonincreasing function of r ∈ (0, a].
105



4.7. Discrete Minimal Catenoid 4. Discrete Minimal Surface

2. It attains some finite positive value at r = a.

3. It is greater than the function 2δ̂
2
/r2.

4. It approaches 2δ̂
2
/r2 asymptotically as r→ 0.

The left-hand sides of these two equations have the following proper-
ties:

1. They attain the same finite positive value at r = a.

2. The first one is a nonincreasing function of r ∈ (0, a].
3. The second one is a nondecreasing function of r ∈ (0, a].
4. The second one attains the value d

a at r = 0.

5. The first one is less than the function 4ad/r2.

6. The first one approaches 4ad/r2 asymptotically as r→ 0.

It follows from these properties that one of the two equations above

has a solution for some r if and only if 2ad > δ̂
2
. This completes the

proof. ¤
We now derive an explicit formula for discrete minimal catenoids, by
specifying the vertices along a planar polygonal meridian. Then the
traces of the surfaces will have dihedral symmetry of order k ≥ 3. The
surfaces are tessellated by planar isosceles trapezoids like a Z2 grid,
and each trapezoid can be triangulated into two triangles by choosing
a diagonal of the trapezoid as the interior edge. Either diagonal can
be chosen, as this does not affect the minimality of the catenoid, by
Remark 146.
The discrete catenoid has two surprising features. First, the vertices
of a meridian lie on a scaled smooth cosh curve (just as the profile
curve of smooth catenoids lies on the cosh curve), and there is no
apriori reason to have expected this. Secondly, the vertical spacing of
the vertices along the meridians is constant.

Theorem 107 There exists a four-parameter family of embedded and
complete discrete minimal catenoids C = C(θ, δ, r, z0) with dihedral
rotational symmetry and planar meridians. If we assume that the di-
hedral symmetry axis is the z-axis and that a meridian lies in the
xz-plane, then, up to vertical translation, the catenoid is completely
described by the following properties:
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1. The dihedral angle is θ = 2π
k , k ∈ N, k ≥ 3.

2. The vertices of the meridian in the xz-plane interpolate the
smooth cosh curve

x(z) = r cosh

µ
1

r
az

¶
,

with

a =
r

δ
arccosh

µ
1 +

1

r2
δ2

1 + cos θ

¶
,

where the parameter r > 0 is the waist radius of the interpolated
cosh curve, and δ > 0 is the constant vertical distance between
adjacent vertices of the meridian.

3. For any given arbitrary initial value z0 ∈ R, the profile curve
has vertices of the form (xj , 0, zj) with

zj = z0 + jδ

xj = x(zj)

where x(z) is the meridian in item 2 above.

4. The planar trapezoids of the catenoid may be triangulated inde-
pendently of each other (by Remark 146).

Proof. By Lemma 105, if we have three consecutive vertices (xn−1, zn−1),
(xn, zn), and (xn+1, zn+1) along the meridian in the xz-plane which
satisfy the recursion formula

xn+1 =
(xn−1 + 2xn)δ̂

2
+ 2x3n

2xnxn−1 − δ̂
2 , zn+1 = zn + δ, (4.17)

where δ = zn − zn−1 and δ̂ = δ/
√
1 + cos θ. As seen in Lemma 105,

the vertical distance between (xn−1, zn−1) and (xn, zn) is the same
as the vertical distance between (xn, zn) and (xn+1, zn+1), so we may
consider δ and δ̂ to be constants independent of n.
In order for the surface to exist, Lemma 105 requires that

2xnxn−1 > δ̂
2
.

This implies that all xn have the same sign, and we may assume
xn > 0 for all n. Therefore the surface is embedded. Also, as the

condition 2xnxn−1 > δ̂
2
implies

2xn+1xn =
2xn(xn−1 + 2xn)δ̂

2
+ 4x4n

2xnxn−1 − δ̂
2 >

2xnxn−1δ̂
2

2xnxn−1 − δ̂
2 > δ̂

2
,
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we see, inductively, that xj is defined for all j ∈ Z. Hence the surface
is complete.
One can easily check that the function x(z) in the theorem also satis-
fies the recursion formula (4.17), in the sense that if xj := x(zj), then
these xj satisfy this recursion formula. It only remains to note that,
given two initial points (xn−1, zn−1) and (xn, zn) with zn > zn−1,
there exists an r so that these two points lie on the curve x(z) with our

given δ and θ (up to vertical translation) if and only if 2xnxn−1 > δ̂
2
,

as shown in Lemma 106. ¤

Remark 108 If we consider the symmetric example with normalized
waist radius r = 1, that is if we choose (x1, z1) = (1, 0) and (x2, z2) =

(1 + δ̂
2
, δ), then the recursion formula in Equation 4.17 implies that

(xn, zn) = (1 +
n−1X
j=1

2j−1an−1,j δ̂
2j
, (n− 1)δ), for n ≥ 3,

where an−1,j is defined recursively by an,m = 0 if m < 0 or n < 0 or
m > n, a0,0 = 1, an,0 = 2 if n > 0, and an,m = 2an−1,m − an−2,m +
an−1,m−1 if n ≥ m ≥ 1. Thus

an,m =

µ
n+m
2m

¶
+

µ
n+m− 1

2m

¶
.

These an,m are closely related to the recently solved refined alternating
sign matrix conjecture [22].

Corollary 109 There exists a two-parameter family of discrete catenoids
C1(θ, z0) whose vertices interpolate the smooth minimal catenoid with
meridian x = cosh z.

Proof. The waist radius of the scaled cosh curve must be r = 1.
Further, we must choose the parameter a = 1 which is fulfilled if θ
and δ are related by 1 + cos θ + δ2 = (1 + cos θ) cosh δ. The offset
parameter z0 may be chosen arbitrarily leading to a vertical shift of
the vertices along the smooth catenoid. Note that if z0 = 0, we obtain
a discrete catenoid that is symmetric with respect to a horizontal
reflection. ¤

Corollary 110 For each fixed r and z0, the profile curves of the
discrete catenoids C(θ, δ, r, z0) approach the profile curve x = r cosh zr
of a smooth catenoid uniformly in compact sets of R3 as δ, θ → 0.
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Proof. This is a direct consequence of the explicit representation of
the meridian. Since

lim
δ→0

1

δ
arccosh(1 +

1

r2
δ2

1 + cos θ
) =

√
2

r
√
1 + cos θ

,

it follows that the profile curve of the discrete catenoid converges
uniformly to the curve

x = r cosh

√
2z

r
√
1 + cos θ

as δ → 0. Then, as θ→ 0 we approach the profile curve x = r cosh zr .
¤

4.8 Discrete Minimal Helicoid

We continue with the derivation of explicit discrete helicoids which
are a natural second example of a complete, embedded discrete min-
imal surface. Here we follow the construction of the surface given
in [95]. An interactive data set of the model is available at the EG-
Models site at [97].
In the smooth setting, there exists an isometric deformation through
conjugate surfaces from the catenoid to the helicoid (see, for example,
[87]). So, one might first try to make a similar deformation from
the discrete catenoids in Theorem 107 to discrete minimal helicoids.
But such a deformation is impossible in the space of edge-continuous
triangulations. In fact, in order to make an associate family of discrete
minimal surfaces, one must allow non-continuous triangle nets having
greater flexibility.
Therefore, we adopt a different approach for finding discrete minimal
helicoids. The helicoids will be comprised of planar quadrilaterals,
each triangulated by four coplanar triangles, see Figures 4.4 and 4.5.
Each quadrilateral is the star of a unique vertex, and none of its four
boundary edges are vertical or horizontal, and one pair of opposite
vertices in its boundary have the same z-coordinate, and the four
boundary edges consist of two pairs of adjacent edges so that within
each pair the adjacent edges are of equal length.
First we derive an explicit representation for a particular vertex star
to be minimal, as this will help us describe helicoids:

Lemma 111 Let p be a point with a vertex star consisting of four
vertices q1, q2, q3, q4 and four triangles4i = (p, qi, qi+1), i ∈ {1, 2, 3, 4}
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FIGURE 4.5. Essential stencil of the discrete helicoid. star(p) is the portion
considered in Lemma 111, and star(p0) is a planar quadrilateral, like the
ones comprising the helicoid in Figure 4.4. Note that the vertex p0 can
be moved freely inside the planar quadrilateral star(p0) without affecting
minimality, by Remark 146. The helicoid on the right uses x0 = 0.

(mod 4). We assume that p = (u, 0, 0), q1 = (b cos θ, b sin θ, 1), q2 =
(b cos θ,−b sin θ,−1), q3 = (t cos θ,−t sin θ,−1), q4 = (t cos θ, t sin θ, 1)
with real numbers b < u < t and θ ∈ (0, π2 ). If either

t = −b(1 + 2u2 sin2 θ) + 2u
p
1 + b2 sin2 θ

p
1 + u2 sin2 θ or

b = −t(1 + 2u2 sin2 θ) + 2u
p
1 + t2 sin2 θ

p
1 + u2 sin2 θ ,

then ∇p area vanishes.
Proof. Consider the conormals J1 = J(q2 − q1), J2 = J(q3 − q2),
J3 = J(q4−q3), J4 = J(q1−q4), where J denotes oriented rotation by
angle π

2 in the triangle 4j containing the edge being rotated. Then

J1 = (2
p
1 + b2 sin2 θ, 0, 0) and J3 = (−2

p
1 + t2 sin2 θ, 0, 0) .

Since

hJ4, (cos θ, sin θ, 0)i = 0

det(J4, (cos θ, sin θ, 0), (u− b cos θ,−b sin θ,−1)) = 0

|J4|2 = (t− b)2

we have that the first component of J4 (and also of J2) is

u(t− b) sin2 θp
1 + u2 sin2 θ

.

By symmetry, the second and third components of J2 and J4 are
equal but opposite in sign, hence the second and third components
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of J1+ J2+ J3+ J4 are zero. So for the minimality condition to hold
at p, we need that the first component of J1 + J2 + J3 + J4 is also
zero, that is, we need

u(t− b) sin2 θp
1 + u2 sin2 θ

+
p
1 + b2 sin2 θ −

p
1 + t2 sin2 θ = 0 ,

and the solution of this with respect to b or t is as in the lemma. So,
for this solution ∇p area vanishes. ¤
Theorem 112 There exists a family of complete embedded discrete
minimal helicoids, with the connectivity as shown in Figure 4.4. The
vertices, indexed by i, j ∈ Z, are the points

r sinh(x0 + jδ)

sin θ
(cos(iθ), sin(iθ), 0) + (0, 0, ir) ,

for any given real numbers θ ∈ (0, π2 ) and r, δ ∈ R.
Note that these surfaces are invariant under the screw motion that
combines vertical upward translation of distance 2r with rotation
about the x3−axis by an angle of 2θ. The term x0 determines the
offset of the vertices from the z−axis (if x0 = 0, then the z-axis is
included in the edge set), and δ determines the horizontal spacing
of the vertices. The homothety factor is r, which equals the vertical
distance between consecutive horizontal lines of edges.
Proof. Without loss of generality, we may assume r = 1. So for a
given i, the vertices are points on the line {s(cos(iθ), sin(iθ), i) | s ∈
R}, for certain values of s. We choose x0 and δ so that the (j−2)−th
vertex has s-value sj−2 = sinh(x0+(j−2)δ)/ sin θ and the (j−1)−th
vertex has s−value sj−1 = sinh(x0 + (j − 1)δ)/ sin θ. Lemma 111
implies that the j−th vertex has s−value

sj = −sj−2(1 + 2s2j−1 sin2 θ) +
2sj−1

q
1 + s2j−2 sin

2 θ
q
1 + s2j−1 sin

2 θ,

a recursion formula that is satisfied by

sj = sinh(x0 + jδ)/ sin θ .

Lemma 111 implies a similar formula for determining sj−3 in terms
of sj−2 and sj−1, with the same solution. Finally, noting that those
vertices whose star is a planar quadrilateral can be freely moved in-
side that planar quadrilateral without disturbing minimality of the
surface, the theorem is proved. ¤
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5

Discrete Constant Mean Curvature
Surfaces

Surfaces with constant mean curvature (cmc surfaces) are the math-
ematical abstraction of physical soap films and soap bubbles. Such
surfaces behave like rubber bands which try to contract under their
surface tension and thereby to minimize their total surface area under
the restriction of enclosing a given amount of volume. The restriction
can also be interpreted as a constant difference in pressure on the
two sides of the surface — for minimal surfaces the difference is zero.
The simplest cmc surface is the sphere, the typical example of a soap
bubble. More complicated examples, especially compact ones (i.e. fi-
nite and without boundary), are already hard to find and must have
self-intersections.
The global condition of ”area minimizing under volume constraint”
implies a necessary local condition that must be fulfilled at every
point: the mean curvature H = 1

2(κ1 + κ2), the mean of the two
principal curvatures, must be constant on the surface. The differen-
tial geometric description of cmc surfaces originates from this lo-
cal property and therefore defines a class of surfaces which covers
more than the set of physically existing soap bubbles. In general, the
characterization of ”area minimizing under volume constraint” is no
longer true from a global point of view, since differential geometric
cmc surfaces may have self-intersections and extend to infinity. But
locally every small neighbourhood of a point is still area minimizing
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while fixing the volume which is enclosed by the cone defined by the
neighbourhood’s boundary and an arbitrary point in R3.
There have been a number of approaches to compute cmc surfaces
numerically. For example the evolver of Brakke [19] is an efficient
tool, see e.g. its application to foam problems in [20]. Other methods
apply finite element techniques to the partial differential equation
of cmc surfaces. Heil [55] computes cmc tori by making use of an
explicit representation in terms of theta functions. In general, direct
approaches of minimizing surface area under volume constraint are
faced with stability problems. More complicated free boundary value
problems are usually instable w.r.t. the variational problem, they
degenerate or converge to a solution of a simpler boundary value
problem. Different discrete approaches are Bobenko and Pinkall [13]
for isothermic surfaces.
Recently the Dorfmeister-Pedit-Wu representation [35] for constant
mean curvature surfaces was successfully used to derive new examples
[70] by Kilian, McIntosh and Schmitt who also created a powerful
experimental laboratory available at GANG.
Our approach differs mainly in two aspects from other algorithms.
The first difference is that we do not solve the problem for a cmc sur-
face in R3 directly, but we start with a corresponding problem for a
minimal surface in S3, the unit sphere in R4. It is known from differ-
ential geometry that there is a 1—1 correspondence between Euclid-
ean cmc surfaces and minimal surfaces in S3. On the one hand this
method converts an unstable problem with Neumann boundary con-
ditions in R3 into a problem with Dirichlet boundary conditions in S3
which often is stable. But on the other hand one is faced with the
new problem of describing the transformation from a spherical min-
imal surface to a Euclidean cmc surface, the so-called conjugation.
The conjugate surface construction has been described and applied
in several works and led to the discovery and existence proof of min-
imal and cmc surfaces in R3 [67], S3 [74] [49] [50] and H3 [91]. It
is applied to highly symmetric surfaces where the symmetry lines
divide the wanted surface in fundamental patches, thereby reducing
the problem to the construction of such a fundamental patch. Our
algorithm is designed to cover such problems for cmc surfaces.
The second difference of our approach is the application of discrete
techniques. Here discrete is used in a different sense than in finite el-
ement theory: we additionally redefine geometric properties in terms
of the discrete surface which allows to operate exactly on these data.
The conjugate surface construction resisted numerical approaches for
a long time because the conjugation was originally defined using sec-
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FIGURE 5.1. Compact constant mean curvature surfaces Tetra (left) and
Quadro (right) with very low genus.

ond derivatives of the spherical minimal surface which itself is the
(inaccurate) result of a numerical algorithm — the accumulative loss
of accuracy prohibited an application of standard techniques. But
even with the C1 description of the conjugation (Lemma 117) the
application of discrete techniques is the essential point. We extend
the concept of discrete surfaces which was introduced for harmonic
maps and minimal surfaces Chapters 3 and 4 to both problems, solv-
ing the Plateau problem in S3 and computing the conjugate surface.
Especially for the conjugation process our discrete concept provides
exact results for important geometric properties.

It should be noted that with the algorithm a large number of compact
cmc surfaces can be computed for the first time. This algorithm was
also used in the recent discovery of compact cmc surfaces with low
genus jointly with Große-Brauckmann [50] [51] [52]. Some examples
are shown in Figure 5.1.
The conjugate surface algorithm described in this chapter is joint
work with Bernd Oberknapp, and the present chapter is an extended
version of the publication [86]. The algorithm was implemented by
Oberknapp in the mathematical visualization environment Grape
[112] developed at the Sonderforschungsbereich 256 at the University
of Bonn.

5.1 Complete Discrete Examples

We start with a variational characterization of discrete minimal and
discrete cmc surfaces. This characterization will allow us to construct
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explicit examples of unstable discrete cmc surfaces. (Note that merely
finding minima for area with respect to a volume constraint would
not suffice for this, as that would produce only stable examples.) In
Chapter 6 we will use these discrete cmc surfaces for our numerical
spectra computations.
In the smooth case, a minimal surface is critical with respect to area
for any variation that fixes the boundary, and a cmc surface is critical
with respect to area for any variation that preserves volume and fixes
the boundary. We wish to define discrete cmc surfaces so that they
have the same variational properties for the same types of variations.
So we will consider variationsMh(t) ofMh that fix the boundary ∂Mh

and that additionally preserve volume in the nonminimal case, which
we call permissible variations. The condition that makes a discrete
surface area-critical for any permissible variation is expressed in the
following definition.

Definition 113 A simplicial surface has constant mean curvature
(cmc) if there exists a constant H so that ∇p area = H∇p vol for all
interior vertices p. If H = 0 then it is minimal.

This definition for discrete minimality is the same as given in Chap-
ter 4. The definition of discrete cmc surfaces differs from [86] which
is later used in this chapter, where cmc surfaces are characterized
algorithmically using discrete minimal surfaces in S3 and a conjuga-
tion transformation. Compare also [13] for a definition via discrete
integrable systems which lacks variational properties.

Discrete Cylinders and Delaunay Surfaces

We start with special examples constructed by Polthier and Ross-
man [95] namely discrete analogs of cylinders and Delaunay surfaces.
Hoffmann [59] constructed discrete cmc surfaces with a quadrilateral
mesh and rotational symmetry where cmc is defined as duality of
discrete isothermic surfaces while the examples we present here are
characterized by a variational property.
Our strategy for constructing these discrete cmc surfaces follows De-
finition 113 and leads to explicit representations of the vertices: find
vertices p so that ∇parea is a constant multiple of ∇pvol. A simple
discrete cmc cylinder is obtained by choosing positive reals a and e
and an integer k ≥ 3, and then choosing the vertices to be

pj,` = (a cos(2πj/k), a sin(2πj/k), e`)
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FIGURE 5.2. Discrete analogs of cylinders and Delaunay surfaces.

for j, ` ∈ Z. We then make a grid of rectangular faces, and cut the
faces by diagonals with endpoints pj,` and pj+1,`+1. This is a discrete
cmc surface with H = a−1(cos(π/k))−1. It is interesting to note that
H is independent of the value of e. See the left-hand side of Figure
5.2.
Another special example is to choose positive reals a, b, e, and an
integer k ≥ 3, and to choose the vertices to be

pj,` = (a cos(2πj/k), a sin(2πj/k), e`) when j + ` is even, and

pj,` = (b cos(2πj/k), b sin(2πj/k), e`) when j + ` is odd,

for j, ` ∈ Z. We then make a grid of quadrilateral faces, and cut the
faces by diagonals with endpoints pj,` and pj+1,`+1 if j + ` is even,
and by diagonals with endpoints pj,`+1 and pj+1,` if j + ` is odd.
By symmetry, it is clear that ∇pj,`area and ∇pj,`vol are parallel at
each vertex; and for each value of e, one can then show the existence
of values of a and b so that H is the same value at all vertices,
using an intermediate value argument. Thus a discrete cmc cylinder
is produced. See the second surface in Figure 5.2.
A third example can be produced by taking the vertices to be

pj,` = (a cos(2πj/k), a sin(2πj/k), e`) when ` is even, and

pj,` = (b cos(2πj/k), b sin(2πj/k), e`) when ` is odd,

for j, ` ∈ Z. We then make a grid of isosceles trapezoidal faces, and
put an extra vertex in each of the trapezoidal faces, and connect this
extra vertex by edges to each of the four vertices of the surrounding
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FIGURE 5.3. A triply-periodic discrete minimal surface with the symmetry
of the Schwarz p-surface. Note that one can easily construct surfaces like
this with many triangles if the fundamental domains consist of only a
few triangles. There is an even simpler example with Schwarz p-surface
symmetry whose fundamental piece has only half as many triangles.

trapezoid. Placing the vertices of the surface numerically as symmet-
ric as possible so that Definition 113 is satisfied, surfaces like the last
two examples in Figure 5.2 can be produced.

Remark 114 The 2-dimensional boundaries of the tetrahedron, oc-
tahedron, and icosahedron are discrete cmc surfaces in our varia-
tional characterization in Definition 113, as well as in the sense of
Definition 132. The boundaries of the cube and dodecahedron are not
discrete surfaces in our sense, as they are not triangulated. How-
ever, by adding a vertex to the center of each face and connecting
it by edges to each vertex in the boundary of the face, we can make
discrete surfaces, and then we can move these face-centered vertices
perpendicularly to the faces to adjust the mean curvature.

5.2 Prerequisites

We start with some necessary differential geometric prerequisites for
our algorithm which are well-known in the smooth case except for
the C1 description of the conjugation (Lemma 117). First we recall
the 1 − 1 correspondence between cmc surfaces in R3 and minimal
surfaces in S3, and second we discuss consequences of the Lie group
structure of S3.
Let F : Ω → M be a minimal surface in S3 parametrized over
a domain Ω ⊂ R2. M is characterized by its metric tensor g =
h∂F, ∂F i and its second fundamental form b =


∂2F,N

®
, where

N(p) ∈ TF (p)S3 is the normal vector of M at a point F (p). Let
S = bg−1 be the Weingarten operator, then the mean curvature is
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H = 1
2 traceS. The cmc surface M

∗ ⊂ R3 corresponding to M is
given by the geometric data

g∗ = g
S∗ = JS + id,

(5.1)

where Jp is the rotation by π
2 in the oriented tangent space TpΩ

and idp the identity map of TpΩ at a point p ∈ Ω. It can easily
be proved that the geometric data (g∗, S∗) integrates over Ω to a
cmc surfaceM∗ and thatM∗ is unique up to Euclidean motions [67].
Conversely, every cmc surface in R3 has a corresponding minimal
immersion in S3.

Remark 115 For the conjugate surface construction the correspon-
dence of the boundaries of M and M∗ is essential (see Section 5.5).
If M is bounded by an embedded spherical polygon of great circle arcs
then M∗ is bounded by geodesic curvature lines (planar symmetry
lines of the cmc surface) and vice versa [67]. Since M and M∗ are
isometric, corresponding boundary arcs have the same lengths and the
angles at corresponding vertices — the angles of the spherical polygon
and the angles between the planar symmetry lines (the dihedral angles
of their symmetry planes) — are identical.

Remark 116 The cmc surface M∗ ⊂ R3 generated by conjugation
of a minimal surface M ⊂ S3 is NOT the stereographic projection
of M into R3 (stereographic projection is not an isometry). Never-
theless stereographic projection of minimal surfaces in S3 into R3
leads to interesting surfaces which are critical points of the Willmore
energy in R3.

The description (5.1) of the conjugation uses C2 information of the
surface M . For this reason the conjugation resisted numerical ap-
proaches for a long time.
We proceed with a more suitable C1 description of the conjugation
process and recall the group representation of S3. As a model we
identify S3 with the unitary quaternions

S3 ≈
(
x = x0 + x1i+ x2j+ x3k

¯̄̄̄
¯

4X
i=0

x2i = 1

)
where {i, j,k} are the imaginary units. The quaternionic left multi-
plication induces a Lie group structure on S3: every point p ∈ S3
defines a map

p : S3 → S3

q 7→ pq
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by left multiplication. Its differential map dp also operates by quater-
nionic left multiplication

dp : TqS3 → TpqS3

v 7→ pv.

The geometric effect of the differential map dp on tangent vectors is as
follows: let v ∈ TqS3 and γ be the geodesic segment from q to pq with
length l. Then pv is obtained by parallel translation of v along γ and
left rotation around γ0 about an angle l. We call this operation left
translation of the vector v along γ. The point id := (1, 0, 0, 0) ∈ S3
serves as the identity element and will henceforth be called identity
of S3.
The Lie algebra of S3 is identified with the tangent space TidS3. For
every vector v ∈ TpS3 there exists a representative v ∈ TidS3 in the
Lie algebra given by

v = p−1v

where p−1 is the inverse element of p.
With this notation at hand we can formulate the following C1 corre-
spondence.

Lemma 117 Let Ω ⊂ C be a simply connected domain and F : Ω→
S3 a minimal immersion. We identify S3 with the unitary quater-
nions. Then the conjugate cmc surface F ∗ : Ω→ R3 with H = 1 is
(up to congruence of R3) given by

F ∗(z) := Im

Z
γ

F−1∗dF (5.2)

where γ is an arbitrary path in Ω from a fixed point z0 to z. The
map Im denotes the standard identification of TidS3 with R3, resp.
the imaginary part of quaternions. ∗ is the Hodge star operator in Ω.
Proof. Equation (5.2) is the integral representation of the following
differential system

dF ∗ = ImF−1∗dF
N∗ = ImF−1N,

where N ∈ TS3 is the normal field of F . Since F is minimal in S3 we
have ∆gF = −2F and easily obtain that the system is integrable to
a smooth surface in R3.
To prove that F ∗ is cmc we make use of the identity ∆gF ∗ = 2HN∗

for the Laplace-Beltrami operator of any smooth surface in R3 and
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show thatH = 1 holds. Let F be a conformal immersion with induced
metric g = E dw2 in Ω with local coordinates w = (u, v). Then
∗ acts by rotation by −90 degrees in the oriented tangent space of
F (Ω) and by using the identities ∗Fu = −Fv, ∗Fv = Fu, (F−1)u =
−F−1FuF−1, F−1FuF−1Fu = −E id and F−1FuF−1Fv = EF−1N
we obtain:

∆gF
∗ =

1

E
(F ∗uu + F

∗
vv) = Im

1

E
((F−1∗Fu)u + (F−1∗Fv)v)

= Im
1

E
(−(F−1Fv)u + (F−1Fu)v)

= Im
1

E
(F−1FuF

−1Fv − F−1Fvu − F−1FvF−1Fu + F−1Fuv)

= Im
2

E
F−1FuF

−1Fv = Im2F
−1N

= 2N∗.

Therefore F ∗ is a cmc surface with H = 1. ¤

Remark 118 Originally, Lawson [74] described the conjugation process
via Equations (5.1). Karcher [67] found a C1 construction using Hopf
vector fields to describe the spherical boundary of the accompanying
minimal surface in S3 in terms of the Euclidean boundary of the
wanted cmc surface — this established the conjugate surface construc-
tion as a powerful constructive method (see Section 5.5). Pinkall saw
that the C1 formulation also holds in the interior of the surface.

The discrete description of formula (5.2) turns out to be ideal for a
numerical algorithm, compare Section 5.4.

5.3 Discrete Minimal Surfaces in S3

We extend the notion of simplicial surfaces to surfaces lying in the
unit sphere S3 ⊂ R4.
Definition 119 A simplicial surface in S3 is a simplicial surface
in R4 where all vertices lie on the unit sphere S3 ⊂ R4. Especially,
that means, we do not use geodesic triangles in S3. We denote with
T(R3), T(R4) and T(S3) the corresponding classes of simplicial sur-
faces, and sometimes use T as a placeholder for any one of these three
classes.
In Section 5.4 we extent the definition of a discrete surface to non-
conforming surfaces.
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N

aiqi+1qi-1

p

αi
βi

β i-1 αi+1

M

Qi:=F(qi)

Qi+1 :=F(q i+1 )
Qi-1:=F(qi-1)

P:=F(p)
πP(F(qi-1)) πP(F(qi+1))

TPS3

F

qi

FIGURE 5.4. Notation for the discrete map F : N →M .

Definition 120 Let N,M ∈ T be two triangulations having the same
underlying topological structure, then the pair of surfaces defines a
natural discrete map F : N → M : if {4N

i } resp. {4M
i } are the

set of triangles of N resp. M , then F is defined by atomic maps
fi : 4N

i → 4M
i which map every vertex of 4N

i to its corresponding
vertex in 4M

i and extend as linear maps into the interior of 4N
i .

Discrete harmonic maps play an essential part in this algorithm: we
obtain minimal surfaces as limit sets of sequences of harmonic maps
and also define the discrete conjugation algorithm for harmonic maps.
Smooth harmonic maps are characterized by several equivalent cri-
teria, e.g. as solutions of the Laplace equation, as critical points of
the Dirichlet energy or by the mean value property. The variational
formulation using the Dirichlet energy can be extended to an explicit
criterion for discrete surfaces, namely a balancing condition involving
weighted edge lengths (compare Corollary 128 for the discrete mean
value property).From now on we restrict ourself to discrete maps
F : T(S3)→ T(S3) to avoid case distinctions. For the Euclidean case
T(Rm) we refer to Chapter 4.

Definition 121 The Dirichlet energy of a discrete map F : N →M ,
N,M ∈ T(S3), is defined as the sum of the well-defined Dirichlet
energies of its differentiable atomic maps

ED(F ) =
1

2

Z
N

|∇F |2 := 1

2

X
i

Z
4N
i

|∇fi|2 .

That means, the Dirichlet energy of a map into T(S3) is defined as
its energy as a map into T(R4).

Remark 122 Like for smooth surfaces the Dirichlet energy of the
identity map id :M →M of a discrete surfaceM ∈ T(S3) is identical
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to the area of M defined as

area(M) =
X
∆M
i ⊂M

area(∆Mi ), (5.3)

where the area of the atomic triangles ∆Mi is measured in R4.

From Chapter 3 we recall Theorem 54 which holds identically for
maps F : T(S3)→ T(S3):

Theorem 123 The Dirichlet energy of a discrete map F : N →M ,
N,M ∈ T(S3), is given by

ED(F ) =
1

2

Z
N

|∇F |2 = 1

4

X
edges ai

(cotαi + cotβi) |ai|2 , (5.4)

where ai runs through all edges ofM and αi, βi denote the two angles
in N opposite to F−1(ai) measured in R4, see Figure 5.4 for the
notation. For edges at the boundary of M one of the two cot values
is missing.

Definition 124 A discrete map F : N →M is discrete harmonic if
it is a critical point of the Dirichlet energy functional ED with respect
to variations of image points in M . For M ∈ T(S3) we restrict the
variational directions to be tangential to S3.
Further we restrict variational directions of boundary points to re-
spect symmetry properties. This allows to extend harmonic maps as
harmonic maps across symmetry arcs of the boundary:

(1) If the boundary is a straight line in S3 its vertices are allowed
to move on the geodesic of S3, i.e. on a great circle. This is
the only case relevant for the conjugate surface construction, it
ensures that the cmc surfaces in R3 will be bounded by planar
symmetry arcs.

(2) If the boundary is planar symmetric its vertices are allowed
to move on a totally geodesic hyperplane of S3, i.e. on a suit-
able S2.

(3) For all other boundaries the vertices are not allowed to move.

By differentiating equation (5.4) with respect to vertices in image
space we obtain a local formula for the critical points of the Dirichlet
functional. We restrict ourself to interior vertices of the triangulation
to avoid the obvious case distinctions at boundary vertices.
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For p, q ∈ S3 the map
πp : S3 → TpS3

q 7→ q − hq, pi p (5.5)

projects the point q to its part orthogonal to the point p. It can also
be interpreted as the projection

πp : TpR4 → TpS3
q − p 7→ πp(q).

(5.6)

of the vector q − p ∈ TpR4 emanating from p onto its tangential
component in TpS3.

Theorem 125 (Balancing Condition) Let F : N → M , N,M ∈
T(S3), be a discrete map in S3. Then F is harmonic iff at every
interior point P ∈M

1

2

X
neighbour

vertices Qi of P

(cotαi + cotβi) πP (Qi − P ) = 0 (5.7)

holds. As above the angles αi and βi are measured in the domain N
as angles in R4, see figure 5.4 for the notation.

Proof. The equation follows directly by differentiating Equation (5.4)
and taking the tangential part w.r.t. S3 as defined by (5.5). ¤

Remark 126 If one extends a surface with a symmetry arc as bound-
ary curve by reflection then the boundary vertices become interior
points of the extended surface. The important result is that Equa-
tion (5.7) holds at these points, too. This is an immediate result from
the boundary conditions in Definition 124 and justifies the restrictions
we imposed there.

We now state two lemmas showing that our definition of discrete
harmonicity preserves similar properties of the continuous case.

Corollary 127 Let F : N → M , N,M ∈ T(S3), be a discrete har-
monic map in S3 and let {Qi} be the set of neighbour points of an
interior vertex P in the image of F . If all points Qi and P lie in a
hemisphere of S3 and all angles {αi,βi} in the parameter domain N
are acute, then P lies in the convex hull of the points {Qi} in S3.
Proof. Inserting Definition (5.5) of the projection operator πP we
can rearrange the minimality condition (5.7) to

P =
X
i

cotαi + cotβiP
j cotαj + cotβj

Qi + λP (5.8)
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where

λ =

P
i(cotαi + cotβi) hQi − P,P iP

i cotαi + cotβi
.

Since all angles are assumed to be acute all coefficients are in [0, 1]
and Equation (5.8) is a convex combination of the points Qi plus an
additional term λP parallel to P . Therefore P lies in the Euclidean
cone spanned by the vertices {Qi} and therefore also in their spherical
convex hull. ¤
The mean value property of smooth harmonic maps is well-known.
The following lemma states an equivalent for discrete harmonic maps.

Corollary 128 Let the points {qi} form a regular n-sided polygon
with center p in N , and let F : N →M , N,M ∈ T(S3), be a discrete
harmonic map. Then P := F (p) is the mean value of the points Qi :=
F (qi) up to some multiple of P

P =
1

n
Qi + λP.

with λ as in (5.8).

Proof. All angles occurring in Equation (5.8) are identical because
the domain polygon is regular. ¤
Using Theorem 125 we can define discrete minimal surfaces in S3 by
a variational characterization.

Definition 129 (Discrete Minimal Surface in S3) A triangula-
tion M ∈ T(S3) is a discrete minimal surface in S3 if it is a critical
point of the area functional (5.3) w.r.t. variation of its vertices in S3.

It can easily be shown that this condition is equivalent to Equa-
tion (5.7) with both angles and vertices measured in M ⊂ R4.
We now proceed to compute minimal surfaces in S3 by applying an
iteration process as introduced in Dziuk [36] for minimal surfaces in
Euclidean space, see also Pinkall and Polthier [88].
In the smooth case it is well-known that the image of a conformal
harmonic map is a minimal surface and that the Dirichlet energy
of a map is equal to the sum of the area of the image and the so-
called conformal energy of the map. We iteratively compute harmonic
maps which converge to a conformal harmonic map, i.e. to a minimal
surface, in the limit.

Problem: Let Γ be a curve in S3, then we are looking for a discrete
minimal surface with boundary Γ (for simplicity we restrict to
a Plateau problem with Dirichlet boundary conditions).
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Minimal Surface Construction:

(1) Let M0 ∈ T(S3) be an arbitrary initial surface with boundary
∂M = Γ.

(2) LetMi be a surface with boundary Γ, then compute the surface
Mi+1 as the minimizer of

ED(F :Mi →Mi+1) = min
M∈T(S3)
∂M=Γ

ED(F :Mi →M).

This defines a map Fi :Mi →Mi+1.

(3) As long as |Mi+1 −Mi| > ε in some suitable norm continue
with step (2) and i→ i+ 1.

This algorithm generates a sequence of discrete surfaces {Mi} and
harmonic maps {Fi} and leads to a discrete minimal surface M :
Theorem 130 A subsequence of the discrete surfaces {Mi} gener-
ated by the above algorithm converges to a discrete minimal surface
M ∈ T(S3) if no triangles degenerate. The corresponding sequence of
harmonic maps {Fi} converges to the identity map id :M →M .

Proof. With minor modifications the corresponding proof in [88]
can directly be extended to S3. The trick of changing the domain
from Mi to Mi+1 after each step has the same effect as making the
new initial map conformal by modifying the domain. But the change
of the domain in step (2) generates a true conformal initial map,
namely the identity map id :Mi →Mi. ¤

Remark 131 For computing the minimum in step (2) a quadratic
problem with non-linear side conditions arising from the restriction
of the vertices to S3 must be solved. The implementation uses a mod-
ified a conjugate gradient method which allows minimization along
spherical geodesics to solve this problem.

5.4 Discrete cmc Surfaces via Conjugation

In this section we describe the conjugation process which takes a dis-
crete minimal surface in S3 (a discrete harmonic map) and computes
its corresponding discrete cmc surface in R3. We reserve the term
conjugation for that process. In fact, we define conjugation already
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FIGURE 5.5. Lawson’s compact minimal surface ξ2,2 in S3 (stereographi-
cally projected to R3) computed with discrete techniques. The symmetry
lines on the surface are great circles in S3, they divide the surface into
18 fundamental quadrilaterals with 60 degree angles. The associated con-
stant mean curvature patch can be reflected to the doubly periodic surface
on a hexagonal grid which is shown in the background.
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on the level of discrete harmonic maps, which — in contrast to discrete
minimal surfaces — can be computed exactly with the methods of the
previous section. This allows to conjugate any surface Mi+1 (respec-
tively discrete harmonic map Fi) computed with the minimization
algorithm and avoids numerical difficulties in the conjugation of in-
accurate minimal surfaces. Let us start with a definition of a discrete
cmc surface.

Definition 132 Let M ∈ T(S3) be a discrete minimal surface and
F : M → M the identity map, then the image of the conjugate map
F ∗ : M → M∗, M∗ ⊂ R3 defined by Definition 135 is called a dis-
crete constant mean curvature surface.

Remark 133 This definition does not solely use a discrete version
of the variational characterization of cmc surfaces, instead it char-
acterizes discrete cmc surfaces by the discrete solution of their cor-
responding minimal surface problem in S3 together with a discrete
version of Lemma 117.
With this approach our definition of a discrete cmc surface lies in-
between a variational characterization of a discrete cmc surface in
Chapter 6 which poses a condition at every vertex, and an algorithmic
definition of discrete cmc surfaces by Hoffmann [60] who discretizes
the Dorfmeister-Pedit-Wu method.

When trying to simulate the differentiable conjugation process as de-
scribed by Lemma 117 several problems occur. Some of these prob-
lems can be solved using ideas from Pinkall and Polthier [88] for
computing the dual of a Euclidean harmonic map while some others
need special considerations of the Lie group structure of S3.
Let us start with the conjugation of a single atomic map

f : 4N → 4M

between two triangles 4N ⊂ N and 4M ⊂ M , N,M ∈ T(S3). Ac-
cording to the definition of the C1 conjugation in Lemma 117 we will
construct an equivalent of

f−1∗df
where f−1 is the left translation of the image and ∗ the Hodge star
operator on the discrete level.
Instead of defining ∗df on the whole triangle, we start with the defi-
nition of ∗df at a vertex p of the triangle 4N , see Figure 5.6. We use
the projection operator

πP : TPR4 → TPS3

128



5. Discrete Constant Mean Curvature Surfaces 5.4. Discrete cmc Surfaces via Conjugation

defined in Definition 5.6 which maps vectors onto the tangent space
at P := f(p) to define the dual 1-form ∗dfp at the point p by

∗dfp(w) := P−1 · πP (dfpJ∆Nw)

where J∆N is the rotation by 90◦ in the domain triangle ∆N .
In words, we rotate the vector w in ∆N by 90◦, map it to 4M ,
project it onto TPS3 and left-translate it to the identity of S3, i.e. take
the representative vector in the Lie-algebra. The definition of ∗dfp
obviously depends on the base point p and we cannot hope to extend
∗dfp in a sensible way to the whole triangle. But the following lemma
shows that ∗dfp is in some sense independent of the base point, namely
if applied to vectors w orthogonal to an edge through p.

q

p

r

w2
w1

w3

v2

v3

v1

F*

(f(p),f(r))

π  -    (f(p),f(q))

dF*w3

dF*w1
dF*w2

F

∗df p(w2)

∗dfp(w 1) f(p)f(q) -1∗dfq(w3)f(p)

f(q)

f(r)

FIGURE 5.6. The dual 1-form ∗dF is defined on the mid-perpendiculars
in every triangle.

Lemma 134 Let P and Q be two vertices of a triangle 4M joined
in the domain by an edge v. Let w ∈ T4N be a vector orthogonal to
v, i.e. J∆Nw is parallel to v, then

∗dfq(w) = ∗dfp(w).

Proof. Since πQ(dfqJ∆Nw) points in the direction of the geodesic
joining Q and P left translation by PQ−1 from TQS3 to TPS3 will
parallel translate πQ(dfqJ∆Nw) to πP (dfpJ∆Nw) ∈ TPS3. This proves
the assertion. ¤
We could extend the definition of ∗dfp to the whole triangle by linear
extension but this would lead to ambiguities with ∗dfq and ∗dfr since
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only the application of two of these 1-forms to vectors orthogonal to
their common edge gives the same result. Instead we use a case dis-
tinction in the following basic definition of the discrete conjugation:

Definition 135 (Discrete Conjugation) Let F : N →M , N,M ∈
T(S3) be a discrete harmonic map. Let 4N be a triangle in N and let
v be an edge of ∆N with endpoint p. Then the 1-form ∗dF is defined
on T4N on vectors w ∈ T4N orthogonal to the edge v by the action
of the corresponding atomic dual 1-form. Let f : 4N → 4M be the
corresponding atomic map then we define

∗dF (w) := ∗dfp(w) = P−1 · πP (dfpJ∆Nw). (5.9)

In contrast to the Euclidean case of [88], where the dual 1−form of an
atomic map could be defined as the smooth dual of the linear atomic
map on the whole triangle, we must distinguish which base point we
use for each triangle and therefore handle three cases. But we can
proceed similar to the Euclidean case and show that our definition of
∗dF gives a discrete 1−form which is continuous along certain paths
and therefore can be integrated.

Lemma 136 Let γ be the path around a vertex p on the discrete sur-
face N consisting of the mid perpendiculars of the adjacent triangles
(cf. Figure 5.7). Then the 1−form ∗dF is continuous along γ.

Proof. It is sufficient to prove continuity across a single edge. Let
w1, w2 ⊂ γ be the two mid perpendiculars corresponding to the edge v
of the adjacent triangles ∆N1 and ∆N2 . Then a direct trigonometric
calculation yields

w1 = cotα · J∆N
1
v

w2 = cotβ · J∆N
2
v.

If we apply ∗dF (in every triangle we apply the dual 1−forms ∗dfp
or ∗dfq of the atomic map) then we obtain

∗dF (w1) = P−1 · πP (dfpJ∆N
1
w1) = −P−1 cotα · πP (dfpv)

∗dF (w2) = P−1 · πP (dfpJ∆N
2
w2) = −P−1 cotβ · πP (dfpv).

Therefore ∗dF is continuous along paths γ orthogonal to edges.¤
The following theorem proves the closedness of ∗dF , consequently the
dual graph obtained by integration of ∗dF is a well-defined discrete
surface.
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p qi-1

qi+1

qi

w2 w1

v

F*
γ

F*(w1)

F*(γ)

F*(w2)α

β

∆ 2
N

∆ 1
N

FIGURE 5.7. The dual map F ∗ : N → M∗ is defined along certain paths
γ orthogonal to edges. It associates to every vertex in N a dual cell in M∗.

Theorem 137 Let F : N → M , N,M ∈ T(S3), be a discrete har-
monic map into S3 then the differential ∗dF is closed along the path
on N consisting of the mid perpendiculars of all triangles of N and
integrates to a discrete surface in R3 whose edge graph is dual to the
triangulation of N .
If M is a discrete minimal surface in S3 and F :M →M the identity
map then the discrete conjugate surface

R ∗dF is a discrete cmc sur-
face in R3.

Proof. Consider Figure 5.7 and the piecewise linear closed path γ
consisting of the mid perpendiculars adjacent to p. We integrate ∗dF
along γ:R

γ
∗dF = P−1 · R πP (dfpJγ0)

= −P−1 ·Pi(cotαi + cotβi) πP (Qi − P )
= 0.

It turns out that the closedness condition for ∗dF is identical to the
harmonicity condition (5.7) for F , therefore for discrete harmonic
maps Definition 135 defines a continuous closed differential. ¤

Remark 138 In practice, we triangulate the obtained dual graph of
the Euclidean cmc surface by defining an additional center vertex in
each cell. Otherwise the continuation of the graph to the interior of the
cells would be ambiguous and lead to problems during visualization.

The following corollary shows the extreme discrete situations in which
our algorithm is still applicable, compare also the experiments with

131



5.5. Conjugate Surface Construction in S3 5. Discrete Constant Mean Curvature Surfaces

the o,c-to surface where seven triangles suffice for a successful ap-
plication of the algorithm.

Corollary 139 Platonic solids with triangular faces and normal-
ized so that the vertices lie on a great S2 are discrete minimal sur-
faces in S3. Applying our algorithm to these surfaces leads to discrete
cmc surfaces in R3 which are the dual Platonic solids (i.e. discrete
spheres).
For example, the algorithm conjugates an octahedron (a discrete min-
imal surface in S3) to a cube (a discrete cmc surface in R3).

5.5 Conjugate Surface Construction in S3

In this section we combine the methods we have developed in the
previous sections to the conjugate surface construction which allows
us to solve free boundary values problems for cmc surfaces in R3.
We will only state the main facts without proofs since the arguments
are of technical nature.
Symmetry properties of cmc surfaces are fundamental for the con-
struction, therefore let us start with the following definition:

Definition 140 LetM∗ be a cmc surface with boundary segment δ∗.
δ∗ is called a planar symmetry line if it is a curve lying in a plane P
and if M∗ can be extended as a cmc surface by reflection in P .

Let P be a (not necessarily convex) polyhedron whose boundary is a
collection of planes ∂P = {pi}. We want to construct a cmc disk-type
patch M∗ with free boundary Γ∗ =

S
γ∗i ⊂

S
pj ⊂ ∂P where each

arc γ∗i is a planar symmetry line lying on some pj . Suppose, there
exists a solution M∗ with boundary Γ∗, then by Lemma 117 there
exists a unique conjugate minimal surface M ⊂ S3 with polygonal
boundary Γ = {γi} where all γi are arcs of great circles in S3 and
vice versa (compare Remark 115). This correspondence can be used
for a constructive approach, the conjugate surface construction whose
basic steps are:

(1) Determine the spherical contour Γ from the original boundary
configuration ∂P of M∗.

(2) Compute the corresponding minimal surface M ⊂ S3 with
boundary Γ.

(3) Conjugate M to a cmc surface M∗ ⊂ R3.
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For determining the contour Γ we need information about ∂P and
the boundary curve of the wanted surface [67]. The dihedral an-
gles of adjacent planes pi, pi+1 determine the vertex angles of Γ,
see Remark 115, the total rotation of the normal along the bound-
ary curve γ∗i connecting two vertices is equal to the total rotation
of the normal along the corresponding geodesic arc γi w.r.t. a left-
parallel vector field. Therefore Γ is determined up to the lengths of
the boundary arcs |γi| = |γ∗i |. This leaves us with n− 3 free parame-
ters where n is the number of boundary segments {γ∗i } resp. planes
in ∂P . Wrong choices of the n− 3 parameters lead after conjugation
to a cmc patch fM∗ which is bounded by a set of planes parallel to
those of ∂P and not identical to them — the so-called period problem
(cf. Figure 5.9). To find the correct values for the parameters the con-
struction can be executed repeatedly using a root finding algorithm.
Assume we have constructed the polygonal contour Γ ⊂ S3. It is a
collection of arcs of spherical geodesics — each arc is part of a great
circle. For the accuracy of the discrete conjugate surface construc-
tion it is essential to have an exact relationship of the boundary data
of the numerically computed minimal surface in S3 with the corre-
sponding data on the final conjugate discrete cmc surface in R3. The
following theorem shows that already the intermediate discrete har-
monic maps of the minimization algorithm lead to conjugate discrete
surfaces in R3 which fulfil the boundary properties of the wanted
cmc surface exactly — this is one of the most important results of our
discrete definitions:

Theorem 141 Let Γ ⊂ S3 be an n-sided polygonal boundary contour
and f : N → M , N,M ∈ T(S3), a discrete harmonic map with the
vertices of ∂N and ∂M lying on Γ. If Γ has vertex angles {αi}i∈[1,n]
and normal rotation angles {µi}i∈[1,n] (compared to a left-parallel vec-
tor field), then the conjugate discrete surface M∗ has the following
properties:

(1) M∗ has the same vertex angles αi as M at the corresponding
boundary vertices.

(2) The total rotation of the normal along the boundary arc γ∗i
of M∗ is µi.

(3) The boundary arcs of M conjugate exactly to planar symmetry
curves of M∗ (this allows to extend M∗ by reflection).

Remark 142 Statements about the length of the conjugate boundary
curve can only be made in the limit when the discretization approaches
zero, then corresponding lengths are identical.
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FIGURE 5.8. Two corresponding isometric fundamental patches for the
conjugate surface construction. The picture on the left shows the polygo-
nal contour in S3 bounding a minimal patch (stereographically projected
to R3), the one on the right the conjugated cmc patch in R3. It can be
extended by reflection at the planar boundaries to a complete cmc surface
in R3, the cmc surface shown in figure 6.2.

Now we can combine our methods from Sections 5.3 and 5.4 to a nu-
merical algorithm, the discrete conjugate surface construction. Com-
pare with the Algorithm 104 for minimal surfaces in R3:

Problem 143 For a given (not necessarily convex) polyhedron P
solve the free boundary value problem for a cmc surface in R3 with
n boundary components Γ∗ = {γ∗i } ⊂ ∂P .

Algorithm 144 (Discrete Conjugate Surface Construction)

(1) Using Equations (5.1) and (5.2) replace the free boundary value
problem by a Dirichlet boundary value problem for a minimal
surface in S3 with boundary Γ. Extract from ∂P the informa-
tion to determine the boundary Γ as a collection of spherical
arcs {γi} (up to n− 3 parameters).

(2) Make a choice for the n− 3 missing parameters.
(3) Apply the minimization algorithm from Section 5.3 to obtain

a sequence of discrete harmonic maps {Fi : Mi → Mi+1} such
that {Mi} converges to a discrete minimal surface M ⊂ S3.
Since the algorithm stops after some finite number of iterations
we obtain a discrete harmonic map Fn : Mn → Mn+1 (Mn+1

should be interpreted as an approximation of the discrete min-
imal surface M).
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(4) Using Theorem 137 compute the discrete conjugate harmonic
map F ∗n :Mn →M∗n+1 ⊂ R3 where M∗n+1 is a discrete approx-
imation of the discrete cmc surface. By Theorem 141 M∗n+1
fulfils boundary conditions ∂ eP which are identical to the re-
quired boundary conditions ∂P of the problem up to parallel
displacement of the boundary planes.

(5) If |∂P − ∂ eP | > ² in some norm, start again with step (2) and
a different guess for the n − 3 parameters (in practice a root
finding algorithm is used for the subsequent choices of these free
parameters). Otherwise stop with a discrete cmc surface M∗.

Remark 145 A major advantage of our algorithm is the fact, that
we have defined the conjugation step (4) for the intermediate discrete
harmonic maps and not only for the minimal surface M obtained in
the limit in (3) since usually M cannot be computed exactly. Instead,
the harmonic maps can be computed exactly, and therefore the con-
jugation algorithm for discrete harmonic maps does not accumulate
errors.

For implementation issues we refer to the original work [86] which also
contains experimental results for certain triply periodic cmc surfaces.
Applications of this algorithm to the computation of compact cmc
surfaces of low genus are described in [52] [50] [51].

5.6 Solving Period Problems

In this section we discuss the solution of the period problem of discrete
cmc surfaces, and especially the influence of the discretization and
the number of iterations.
As an example we use the cmc companion of A. Schoen’s Euclidean
minimal surface o,c-to which has one period to close. Its fundamen-
tal patch for the symmetry group is bounded by five symmetry arcs
leading to a Plateau problem in S3 with five geodesic boundary arcs,
see Figures 5.8 and 5.9. We consider a sequence of three key-frames,
the parameter called “time” controls the size of the handles growing
at the centers of the six cubical faces, compare Figures 5.9 and 5.10.
To solve the period problem one has to find the time value at which
the distance of the handle to the existing symmetry plane formed by
the outer boundary arcs becomes zero (if the top of the handle is
below the existing symmetry plane the period is negative, if it lies in
the existing symmetry plane it is zero, otherwise it is positive). Since
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FIGURE 5.9. The three surfaces explain the period problem and graphi-
cally show the size of the period values in comparison with the size of the
surface. The surfaces are the key-frames at times 0.0, 0.5 and 1.0 in the
one-parameter family and correspond to the discretization with 291 trian-
gles per fundamental patch in tables 1 and 2.

the fundamental patch has a second free parameter we get a family of
cmc o,c-to surfaces with varying mean curvature (after rescaling),
see Figure 5.11.

FIGURE 5.10. Discrete cmc versions of A. Schoen’s o,c-t surface with
7, 31 and 105 triangles per fundamental patch, the complete cell in a cube
consists of 48 fundamental patches. For topological (not numerical) rea-
sons less than 7 triangles seem to be impossible. The algorithm solves a
C1 problem for piecewise linear numerical data, and it is a great advantage
of the discrete techniques that such coarse triangulations suffice.

The discrete conjugation algorithm allows us to work with very coarse
triangulations to handle the C1 problem of conjugation (cf. Corol-
lary 139). During the minimization process there appears a degener-
acy problem similar to the following example: when approximating a
planar circular segment with a polygon, the polygon underestimates
the length of the circular segment. When the polygon length is min-
imized the interior vertices of the polygon tend to move to the fixed
end points, leading to a straight line in the limit. This kind of be-
haviour occurs during minimization in S3 on those surface parts with
non-negative Gaussian curvature, i.e. spherical or cylindrical parts. If
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the surface is in principle stable, interactive local refinement depend-
ing on curvature terms can be used to eliminate these problems (at
least for computing discrete harmonic maps). It should be mentioned
that we use several methods to obtain smoother triangulations. This
leads to very good initial triangulations for the minimization.
It turns out that the numerical minimization algorithm converges
rapidly during the first steps of the iteration and then slows down
(after some steps the surface vertices merely move tangential to min-
imize energy). Already the first iterates may be conjugated to give
qualitatively and quantitatively good discrete cmc surfaces. Surely,
the area of the spherical patch depends on the triangulation because
we approximate with Euclidean triangles. But it turns out that the
period depends very little on the discretization. The resulting surface
in Figure 5.10 is qualitatively correct even for the coarsest example.
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FIGURE 5.11. Discrete constant mean curvature companions of
A. Schoen’s o,c-to minimal surface. The surface has two free parame-
ters, one controls the distance (which is zero for this sequence) from the
top of the handles at the centers of the cubical faces to the outer symmetry
planes. The remaining parameter controls — after rescaling the surfaces —
the mean curvature. At both ends of the sequence it is almost one. The
o,c-to minimal surface with zero mean curvature would be in the middle.
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Second Variation of Discrete CMC
Surfaces

Discrete cmc surfaces have both interesting differences from and sim-
ilarities with smooth ones. For example, they are different in that
smooth minimal graphs in R3 over a bounded domain are stable,
whereas discrete minimal graphs can be highly unstable. We will ex-
plore properties like this in Section 6.1.
Discrete surfaces have finite dimensional spaces of admissible varia-
tions, therefore the study of linear differential operators on the varia-
tion spaces reduces to the linear algebra of matrices. This advantage
over smooth surfaces with their infinite dimensional variation spaces
makes linear operators easier to handle in the discrete case.
This suggests that a useful procedure for studying the spectra of the
linear Jacobi operator in the second variation formula of smooth cmc
surfaces is to consider the corresponding spectra of discrete cmc ap-
proximating surfaces. Although similar to the finite element method
in numerical analysis, here the finite element approximations will have
geometric and variational meaning in their own right.
As an example, consider how one finds the index (the number of
negative points in the spectrum) of a smooth minimal surface. The
standard approach is to replace the metric of the surface with the
metric obtained by pulling back the spherical metric via the Gauss
map. This approach can yield the index: for example, the indexes of
a complete catenoid and a complete Enneper surface are 1 ([43]), the
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index of a complete Jorge-Meeks n-noid is 2n− 3 ([83], [80]) and the
index of a complete genus k Costa-Hoffman-Meeks surface is 2k + 3
for every k ≤ 37 ([85], [84]). However, this approach does not yield
the eigenvalues and eigenfunctions on compact portions of the orig-
inal minimal surfaces, as the metric has been changed. It would be
interesting to know the eigenfunctions associated to negative eigen-
values since these represent the directions of variations that reduce
area. The above procedure of approximating by discrete surfaces can
provide this information.
In Sections 6.3 and 6.4 we establish some tools for studying the spec-
trum of discrete cmc surfaces. Then we test the above procedure on
two standard cases — a (minimal) rectangle, and a portion of a smooth
minimal catenoid bounded by two circles. In these two cases we know
the spectra of the smooth surfaces (Section 6.2), and we know the dis-
crete minimal surfaces as well (Chapter 4), so we can check that the
above procedure produces good approximations for the eigenvalues
and smooth eigenfunctions (Section 6.5), which indeed must be the
case, by the theory of the finite element method [21], [44]. With these
successful tests, in Section 6.5 we go on to consider cases where we
do not apriori know what the smooth eigenfunctions should be, such
as the Jorge-Meeks 3−noid and the genus 1 Costa surface.
We note that the above procedure can also be implemented using
discrete approximating surfaces which are found only numerically and
not explicitly, such as surfaces found by the method in [88]. And
in fact, we use this method to find approximating surfaces for the
3−noid and Enneper surface and Costa surface.
We note also that Ken Brakke’s surface evolver software [19] is an
efficient tool for numerical index calculations using the same discrete
Ansatz. Our main emphasis here is to provide explicit formulations
for the discrete Jacobi operator and other geometric properties of
discrete surfaces.

6.1 Non-Uniqueness of Discrete Minimal Disks

Uniqueness of a bounded minimal surface with a given boundary
ensures that it is stable. For smooth minimal surfaces, uniqueness
can sometimes be decided using the maximum principle of elliptic
equations, which ensures that the minimal surface is contained in the
convex hull of its boundary, and, if the boundary has a 1−1 projection
to a convex planar curve, then it is unique for that boundary and
is a minimal graph. The maximum principle also shows that any
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minimal graph is unique even when the projection of its boundary
is not convex. More generally, stability still holds when the surface
merely has a Gauß map image contained in a hemisphere, as shown
in [9] (although their proof employs tools other than the maximum
principle).

FIGURE 6.1. The left figure is unstable, even though it is locally a graph
over a horizontal plane in the sense that the third coordinate of the normal
vector to the surface is never zero. The right figure is one of the four
congruent pieces of the first figure which are all stable.

However, such statements do not hold for discrete minimal surfaces.
Consider the minimal surface shown in the margin figure in Section
4.4 whose height function has a local maximum at an interior vertex.
This example does not lie in the convex hull of its boundary and
thereby disproves the general existence of a discrete version of the
maximum principle. Also, the three surfaces in Figure 6.2 are all
minimal graphs over an annular domain with the same boundary
contours and the same simplicial structure, and yet they are not the
same surfaces, hence graphs with given simplicial structure are not
unique. And the left-hand surface in Figure 6.1 is a surface whose
Gauß map is contained in a hemisphere but which is unstable (this
surface is not a graph) — another example of this property is the
first annular surface in Figure 6.1, which is also unstable. (We define
stability of discrete cmc surfaces in Section 6.3).
The influence of the discretization on nonuniqueness, like as in the
annular examples of Figure 6.2, can also be observed in a more trivial
way for a discrete minimal graph over a simply connected convex
domain. The two surfaces in Figure 6.3 have the same trace, i.e. they
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are identical as geometric surfaces, but they are different as discrete
surfaces. Interior vertices may be freely added and moved inside the
middle planar square without affecting minimality. We also note the
following:

Remark 146 If Mh is a discrete minimal surface that contains a
simply-connected discrete subsurface M 0

h that lies in a plane, then it
follows easily from Equation 4.3 that the discrete minimality of Mh

is independent of the choice of triangulation of the trace of M 0
h.

FIGURE 6.2. The leftmost annular graph is unstable, even though it is
a graph over an annular polygonal region in a horizontal plane; it has
area-reducing variations that can deform to either of the other two stable
minimal surfaces on the right, which have the same simplicial structure.

In contrast to existence of these counterexamples we believe that some
properties of smooth minimal surfaces remain true in the discrete
setting. We say that a discrete surface is a disk if it is homeomorphic
to a simply connected domain.

Conjecture 147 Let Mh ⊂ R3 be a discrete minimal disk whose
boundary projects injectively to a convex planar polygonal curve, then
Mh is a graph over that plane.

We were able to prove this conjecture with the extra assumption
that all the triangles of the surface are acute, using the fact that the
maximum principle (a height function cannot attain a strict interior
maximum) actually does hold when all triangles are acute.
One can ask if a discrete minimal surface Mh with given simplicial
structure and boundary is unique if it has a 1 − 1 perpendicular
or central projection to a convex polygonal domain in a plane. The
placement of the vertices need not be unique, as we saw in Remark
146, however, one can consider if there is uniqueness in the sense that
the trace of Mh in R3 is unique:

Conjecture 148 Let Γ ⊂ R3 be a polygonal curve that either A:
projects injectively to a convex planar polygonal curve, or B: has a 1-
1 central projection from a point p ∈ R3 to a convex planar polygonal
curve. Let K be a given abstract simplicial disk, and let γ : ∂K → Γ be
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FIGURE 6.3. Two minimal meshes having the same geometric shape.

a given piecewise linear map. If Mh is a discrete minimal surface that
is a geometric realization of K so that the map ∂K → ∂Mh equals γ,
then the trace of Mh in R3 is uniquely determined. Furthermore, Mh

is a graph in the case A, and Mh is contained in the cone of Γ over
p in the case B.

We have the following weaker form of Conjecture 148, which follows
from Corollary 155 of Section 6.3 in the case that there is only one
interior vertex:

Conjecture 149 If a discrete minimal surface is a graph over a con-
vex polygonal domain, then it is stable.

6.2 Jacobi Operator for Smooth cmc Surfaces

We now begin the study of the spectra of the second variation of cmc
surfaces, and in this section we consider smooth surfaces. In partic-
ular, here we explicitly determine the eigenvalues and eigenfunctions
of the Jacobi operator for portions of smooth catenoids, which will
have applications to Section 6.5. Also, here we state the well-known
connection between the second variation and the Jacobi operator in
the smooth case, which motivates the computations we do for the
discrete case in Sections 6.3 and 6.4.
Let Φ :M → R3 be an immersion of a compact 2-dimensional surface
M . Let ~N be a unit normal vector field on Φ(M). Let Φ(t) be a
smooth variation of immersions for t ∈ (−², ²) so that Φ(0) = Φ and
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Φ(t)|∂M = Φ(0)|∂M for all t ∈ (−², ²). Let ~U(t) be the variation vector
field on Φ(t). We can assume, by reparametrizing Φ(t) for nonzero t
if necessary, that the corresponding variation vector field at t = 0 is
~U(0) = u ~N , with u ∈ C∞(M) and u|∂M = 0. Let a(t) be the area of
Φ(t)(M) and H be the mean curvature of Φ(M). The first variational
formula is

a0(0) :=
d

dt
a(t)

¯̄̄̄
t=0

= −
Z
M

hnH ~N, u ~NidA,

where h, i and dA are the metric and area form on M induced by the
immersion Φ. We now assumeH is constant, so a0(0) = −nH R

M
udA.

Let V (t) be the volume of Φ(t)(M), then V 0(0) =
R
M
udA. The

variation is volume preserving if
R
M
h~U(t), ~N(t)idA(t) = 0 for all

t ∈ (−², ²). In particular, R
M
udA = 0 when t = 0, so a0(0) = 0 and

Φ(M) is critical for area amongst all volume preserving variations.
The second variation formula for volume preserving variations Φ(t)
is

a00(0) :=
d2

dt2
a(t)

¯̄̄̄
t=0

=

Z
M

{|∇u|2−(4H2−2K)u2}dA =
Z
M

uLudA,

where K is the Gaussian curvature on M induced by Φ, and

L = −4− 4H2 + 2K (6.1)

is the Jacobi operator with Laplace-Beltrami operator 4.
There are two ways that the index of a smooth cmc surface can
be defined: the geometric definition for indM = indΦ(M) is the
maximum possible dimension of a subspace S of volume-preserving
variation functions u ∈ C∞0 (M) for which a00(0) < 0 for all nonzero
u ∈ S. The analytic definition for indUM is the number of negative
eigenvalues of the operator L, which equals the maximum possible
dimension of a subspace SU of (not necessarily volume-preserving)
variation functions u ∈ C∞0 (M) for which

R
M
uLudA < 0 for all

nonzero u ∈ SU . The subscript U stands for “U-nconstrained index”.
We have indUM ≥ indM ≥ indUM − 1, see [30]. As it is geometri-
cally more natural, we want to compute indM . But indUM is more
accessible to computation than indM , and they differ only by at most
1.
In the case that we are considering minimal surfaces, as in Section 6.5,
the volume constraint is not necessary, and hence indM = indUM .
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FIGURE 6.4. The eigenvectors of the discrete square with n = 15 associ-
ated to the first six positive eigenvalues described in section 7.1. Note that
these eigenvectors closely resemble linear combinations of eigenfunctions
of the Laplacian on the smooth square in section 4.1, for example the first
two resemble sin(x) sin(y) and sin(x) sin(2y) − sin(2x) sin(y) and the last
resembles sin(3x) sin(y) + sin(x) sin(3y).

Eigenvectors of L for Rectangles

Consider the minimal rectangle

M = {(x, y, 0) ∈ R3 | 0 ≤ x ≤ x0, 0 ≤ y ≤ y0}
with natural coordinates (x, y) ∈ R2, and consider functions on M
with Dirichlet boundary conditions. Then L = −4 with eigenvalues
and eigenfunctions

λm,n =
m2π2

x20
+
n2π2

y20
, φm,n =

2√
x0y0

sin
mπx

x0
sin

nπy

y0

for (m,n) ∈ Z+ × Z+. Hence indM = 0.

Eigenvectors of L for Catenoids

The catenoid is given as a conformal map

Φ : (x, y) ∈ Ω→ (cosx cosh y, sinx cosh y, y) ∈ R3,
with Ω = S1 × [y0, y1]. The metric, the Laplace-Beltrami operator
and the Gauss curvature are given by

ds2 = cosh2 y · (dx2 + dy2), 4 =

∂2

∂2x +
∂2

∂2y

cosh2(y)
, K = − cosh−4 y.
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We put Dirichlet boundary conditions on the two boundary curves of
Ω.

Lemma 150 The catenoid Φ has an L2-basis of eigenfunctions for
its Jacobi operator L = −4+ 2K of the form

φm = sin(mx)f(y) or φm = cos(mx)f(y)

form ∈ N∪{0}. The function f is a solution of the 2nd-order ordinary
differential equation

fyy = (m
2 − λ cosh2 y − 2 cosh−2 y)f, (6.2)

with eigenvalue λ ∈ R of L and Dirichlet boundary conditions f(y0) =
f(y1) = 0.
Therefore, the eigenvalues λ and eigenfunctions of L are determined
by the solutions of Equation 6.2 with f(y0) = f(y1) = 0.

Proof. It is well known that L, with respect to the Dirichlet bound-
ary condition, has a discrete spectrum in R, and that, for all λ ∈ R,
ker(L−λ) is a finite dimensional space of smooth functions. Further-
more, an orthonormal basis of the L2 space over Ω (with respect to
ds2) can be obtained as a set of smooth eigenfunctions of L satisfying
the Dirichlet boundary condition.
Define the symmetric operator D = i ∂∂x . To see that D is symmetric,
for functions u and v that are 2π-periodic in x we have

h ∂
∂x
u, viL2 + hu, ∂

∂x
viL2 =

Z
Ω

(uxv + uvx) cosh
2 ydxdy = 0,

which implies that the operator ∂
∂x is skew symmetric, and so D is

symmetric.
Note that DL = LD, so D : ker(L − λ) → ker(L − λ). Since D is
symmetric, it has a basis of eigenfunctions in each finite dimensional
space ker(L − λ). So we can choose a set of functions that is simul-
taneously an L2-basis of eigenfunctions for both D and L. Since the
eigenfunctions of D must be of the form emxif(y) with m ∈ Z, the
first part of the lemma follows.
Applying L to an eigenfunction φm = sin(mx)f(y) we obtain

L(φm) =
m2 sin(mx)f(y)

cosh2 y
− sin(mx)fyy(y)

cosh2 y
− 2 sin(mx)f(y)

cosh4 y

= λ sin(mx)f(y)

and a similar computation holds for an eigenfunction cos(mx)f(y).
Hence f satisfies Equation 6.2. ¤
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FIGURE 6.5. On the left is the eigenvector associated to the negative eigen-
value λ0 ≈ −0.542 of an unstable discrete catenoid. In the middle we have
also shown this R3n-vector field on the domain grid (where each R3-vector
is vertical with length equal to that of the corresponding R3-vector in the
R3n-eigenvector field on the discrete catenoid), to show the close resem-
blance to the eigenfunction on the right for the smooth case. The function
f(y) (computed numerically) on the right is the eigenfunction when m = 0
for the catenoid Φ(R) in Section 4 with y1 = −y0 = 1.91. The correspond-
ing eigenvalue is λ ≈ −0.54, and all other eigenvalues are positive.

6.3 Second Variation of Area

We now consider the spectra of the second variation for discrete cmc
surfaces Mh(t) as in Definition 79, and start with a reminder on
stability.

Definition 151 A discrete minimal or cmc surface Mh is stable if
area00(0) ≥ 0 for any permissible, that means, volume preserving and
boundary fixing variation.

We begin with a technical and explicit computation of the second
variation in this section.

Lemma 152 For a compact discrete cmc H surface Mh with vertex
set V,

d2

d2t
areaMh

¯̄̄̄
t=0

=
X
p∈V

hp0, (∇p area)0 −H(∇p vol)0i

for any permissible variation.

Proof. Differentiating Equation 4.4 and using Definition 113, we
have

area00(0) =
X
p∈V

hp00,H∇p voli+
X
p∈V

hp0, (∇p area)0i.

For a minimal discrete surface, the first term on the right hand side
vanishes. For a discrete cmc surface with H 6= 0, the variation p(t)
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is volume preserving for all t, so by Equation 4.6 we haveX
p∈V

hp0,∇p voli = 0 ∀t =⇒
X
p∈V

hp00,∇p voli+ hp0, (∇p vol)0i = 0,

which proves the lemma. ¤
For any permissible variation as in Equation 4.1 with ~v ∈ R3n as in
Equation 4.2, the second variation area00(0) is a bilinear form which
can be represented by a symmetric 3n× 3n matrix Q, so that ~vtQ~v
equals area00(0). We now decompose area00(0) into the sum of two
terms

~vtQa~v : =
X
p∈V

hvp, (∇p area)0i (6.3)

−H~vtQV ~v : = −H
X
p∈V

hvp, (∇p vol)0i

for any permissible variation with variation vector field ~v. In the next
two propositions we determine the components of the matrices Qa

and QV satisfying Equation 6.3, thus giving us the components of
Q = Qa −HQV .
Proposition 153 The Hessian of the area function from Sh to R is
a symmetric bilinear form with 3n × 3n matrix representation Qa,
with respect to the basis {ψpj} of Sh. Qa can be considered as an
n × n grid with a 3 × 3 entry Qai,j for each pair of interior vertices
pi, pj ∈ Vint of Mh, so that

~vtQa~v =
X
p∈V

hvp, (∇p area)0i

for the variation vector field ~v of any permissible variation. The entry
Qai,j is 0 if the vertices pi, pj are not adjacent, and is

Qai,j =
1

2

X
T=(pi,pj,r)∈star(pipj),

~eij :=pi−pj

~eij · J t(~eij)− J(~eij) · ~etij
|~eij |2 −cot θT ~NT · ~N t

T

for pi and pj adjacent and unequal, where θT is the interior angle of
the triangle T = (pi, pj , r) at r, and is

Qai,i =
1

4

X
T=(pi,q,r)∈star(pi)

|r − q|2
areaT

~NT ~N
t
T

when the vertices are both equal to pi. Here, ~NT (or just ~N) denotes
the oriented unit normal vector of the triangle T = (p, q, r).
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Proof. For notating area and volume, we shall now frequently use ”a” and
”V ” instead of area and vol, for brevity. We will also use |T | or |(p, q, r)|
to signify the area of a triangle T = (p, q, r). If ~v and ~w are variation vector
fields for any pair of permissible variations, we can define a bilinear form

Qa(~v, ~w) :=

1

2

X
T∈Mh

−hvp ×wr − vr ×wp + vq ×wp − vp ×wq + vr ×wq − vq ×wr, ~Ni

+
1

2|T | hvp × (r − q) + vq × (p− r) + vr × (q − p),

wp × (r − q) +wq × (p− r) +wr × (q − p)i
− 1

2|T | hvp × (r − q) + vq × (p− r) + vr × (q − p),
~Ni·

hwp × (r − q) +wq × (p− r) +wr × (q − p), ~Ni.

Using ~N 0 = (q−p)×(r0−p0)+(q0−p0)×(r−p)
2|T | − ~N

2|T | h(q − p) × (r0 − p0) + (q0 −
p0)× (r−p), ~Ni, it follows that Qa(~v,~v) =Pp∈Vhvp, (∇pa)

0i. Qa is clearly
bilinear, and the last two terms of Qa are obviously symmetric in ~v and
~w. The first term is also symmetric in ~v and ~w, since vp × wr − vr ×
wp = wp × vr − wr × vp, vq × wp − vp × wq = wq × vp − wp × vq, and
vr ×wq − vq × wr = wr × vq −wq × vr.
It only remains to determine an explicit form for Qa. For a given in-
terior vertex p, suppose ~v and ~w are nonzero only at p, that is, that
~vt = (0t, ..., 0t, vtp, 0

t, ..., 0t) and ~wt = (0t, ..., 0t, wtp, 0
t, ..., 0t). Then using

the notation T = (p, q, r) in each triangle we have

Qa(~v, ~w) = Qapp(vp, wp) =

=
X

T∈star(p)

1

4|T | (hvp × (r − q), wp × (r − q)i−

hvp × (r − q), ~Nihwp × (r − q), ~Ni)
=

X
T∈star(p)

1

4|T |v
t
p(|r−q|2I−(r−q)(r−q)t−((r−q)× ~N)((r−q)× ~N)t)wp

=
X

T∈star(p)

|r − q|2
4|T | vtp( ~N ~N t)wp ,

hence Qapp is of the form in the proposition.
Now suppose ~vt = (0t, ..., 0t, vtp, 0

t, ..., 0t) and ~wt = (0t, ..., 0t, wtq, 0
t, ..., 0t)

for some given unequal interior vertices p and q. If p and q are not connected
by some edge of the surface, then clearly Qa(~v, ~w) = 0, so assume that p
and q are adjacent. Note that star(pq) then contains two triangles (p, q, rj)
for j = 1, 2 and precisely one of them is properly oriented. Noting also that
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the normal vector ~N of a triangle changes sign when the orientation of the
triangle is reversed, we have the following equation:

Qa(~v, ~w) = Qapq(vp, wq) =
1

2

X
T=(p,q,rk),k=1,2

hvp × wq, ~Ni+

1

2|T | (hvp× (rk− q), wq× (p− rk)i− hvp× (rk− q),
~Nihwq× (p− rk), ~Ni) =

2X
k=1

1

4|T |v
t
p

³
(p− rk)(q − rk)t − (q − rk)(p− rk)t − hp− rk, q − rki ~N ~N t

´
wq.

For a triangle (p, q, r), one can check that

(p− r)(q − r)t − (q − r)(p− r)t =
2|(p, q, r)|
|p− q|2

¡
(p− q)(J(p− q))t − J(p− q)(p− q)t¢ ,

so Qapq is as in the proposition. ¤

Proposition 154 The Hessian of the volume function from Sh to R
is a symmetric bilinear form with 3n× 3n matrix representation QV ,
with respect to the basis {ψpj} of Sh. QV has a 3× 3 entry QVi,j for
each pair of vertices pi, pj ∈ Vint of Mh, so that

~vtQV ~v =
X
p∈V

hvp, (∇p vol)0i

for the variation vector field ~v of any permissible variation. We have
QVi,i = 0, and Q

V
i,j = 0 when the vertices pi and pj are not adjacent,

and

QVi,j =
1

6

 0 r2,3 − r1,3 r1,2 − r2,2
r1,3 − r2,3 0 r2,1 − r1,1
r2,2 − r1,2 r1,1 − r2,1 0


for adjacent unequal pi and pj, where (pi, pj , rk) are the two triangles
in star pipj and rk = (rk,1, rk,2, rk,3) for k = 1, 2, and (pi, pj , r2) is
properly oriented and (pi, pj , r1) is not.

Proof. We haveX
p∈V

hp0, (∇pV )0i =
X

p∈Vint

hvp, 1
6

X
(p,q,r)∈star(p)

(q × r)0i

=
1

6

X
p∈Vint

 X
q∈star p,q 6=p

hvp × vq, r2 − r1i


150



6. Second Variation of Discrete CMC Surfaces 6.4. Jacobi Operator for Discrete cmc Surfaces

where (p, q, r2) is the properly oriented triangle in star pq, and (p, q, r1) is
the non-properly oriented triangle in star pq. Thus we have

X
p∈V

hp0, (∇pV )
0i =

X
p∈Vint

 X
q∈star p,q 6=p

vtp(Q
V
pq)vq

 ,
where QVpq is a 3×3matrix defined as in the proposition. Thus QVpp = 0, and
the fact that QVpq is skew-symmetric in p and q implies Q

V is symmetric.
¤

Corollary 155 If a discrete cmc surface Mh has only one interior
vertex, then it is stable.

Proof. The single interior vertex is denoted by p1, and star p1 =Mh.
Then Qa = Qa1,1 and Q

V = QV1,1 are 3× 3 matrices. By Propositions
153 and 154, QV = 0 and for any vector up ∈ R3 at p we have that
utpQ

aup equals

1

4

X
T=(p,q,r)∈Mh

|r − q|2
areaT

utp ~N ~N
tup =

1

4

X
T=(p,q,r)∈Mh

|r − q|2
areaT

hup, ~Ni2

≥ 0,

so area00(0) ≥ 0 for all permissible variations. ¤

6.4 Jacobi Operator for Discrete cmc Surfaces

Since we know the second variation matrix Q explicitly from Sec-
tion 6.3, we are now able to find the discrete Jacobi operator for
compact discrete cmc surfaces Mh, analogous to L in the smooth
case (see Equation 6.1). In this section, we find the correct matrix
for the discrete Jacobi operator; this matrix has the eigenvalues and
eigenfunctions of the second variation of Mh.
We begin with an explicit form for the L2 inner product on Sh with
respect to the basis {ψp1 , ..,ψpn}.
Lemma 156 The L2 norm

hu, viL2 :=
Z
Mh

hu, vidA =
X
T⊂Mh

Z
T

hu|T , v|T idA

on Mh for u, v ∈ Sh has the positive definite 3n × 3n matrix repre-
sentation

S = (hψpi ,ψpj iL2I3×3)ni,j=1 ,
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so that hu, viL2 = ~utS~v, where ~u,~v ∈ R3n are the vector fields asso-
ciated to u, v. S consists of 3× 3 blocks Si,j in an n× n grid with

Sj,j =
X

T∈star pj

areaT

6
·id3×3, resp. Si,j =

X
T∈star(pipj)

areaT

12
·id3×3

when pi and pj are adjacent, and Si,j = 0 when pi and pj are not
adjacent.

Proof. Noting that, for each triangle T ⊂Mh,Z
T

ψ2pdA =
areaT

6
,

Z
T

ψpψqdA =
areaT

12

for any distinct vertices p and q of T , we have that, for any two
functions u, v ∈ Sh, hu, viL2 equalsX
pj∈Vint

(hupj , vpj i
X

T∈star pj

areaT

6
+

X
pi∈Vint∩
star pj

hupj , vpii
X

T∈star pipj

areaT

12
).

Hence the 3× 3 blocks Si,j are as in the lemma. ¤
We now define the discrete Jacobi operator Lh : Sh → Sh associated
to the second variation formula for the surface - recall Equations 4.1
and 4.2.

Definition 157 For v ∈ Sh with associated vector field ~v, we de-
fine the discrete Jacobi operator Lhv on v to be the function in Sh
associated to the vector field S−1Q~v.

Lh(Sh) ⊂ Sh, so we can consider the eigenvalue problem for Lh.
We also desire Lh to be linear and symmetric, that is,

R
Mh
utLhv =R

Mh
vtLhu for all u, v ∈ Sh. With these properties, the above choice

of Lh is canonical:

Proposition 158 Lh : Sh → Sh is the unique linear operator so thatR
Mh
utLhvdA is symmetric in u and v andZ

Mh

vtLhvdA = ~v
tQ~v

for all v ∈ Sh.
Proof. The map Lh is clearly linear, andZ

Mh

utLhvdA = hu,LhviL2 = ~utS(S−1Q~v) = ~utQ~v
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for all u, v ∈ Sh. Hence, since Q is symmetric,
R
Mh
utLhvdA is sym-

metric in u and v.
Uniqueness of Lh with the above properties follows from the following:Z

Mh

utLhvdA

=
1

2

µZ
Mh

(u+ v)tLh(u+ v)dA−
Z
Mh

utLhudA−
Z
Mh

vtLhvdA

¶
=

1

2

¡
(~u+ ~v)tQ(~u+ ~v)− ~utQ~u− ~vtQ~v¢ .

Hence
R
Mh
utLhvdA is uniquely determined for all u ∈ Sh, so Lhv is

uniquely determined for each v ∈ Sh. ¤
Since S−1Q is self-adjoint with respect to the L2 inner product on
Sh, all the eigenvalues of S−1Q are real.

Definition 159 The spectrum of the second variation of Mh(t) at
t = 0 is the set of eigenvalues of S−1Q.

Remark 160 Another way to see that S−1Q is the correct discrete
Jacobi operator is to consider the Rayleigh quotient

~vtQ~v

hv, viL2 =
~vtS(S−1Q~v)

~vtS~v
.

The standard minmax procedure for producing eigenvalues from the
Rayleigh quotient will produce the eigenvalues of S−1Q.

6.5 Approximating Smooth Spectra

Using our explicit form for S−1Q of the discrete Jacobi operator Lh,
we can now implement the procedure described in the second half of
the introduction.
If a sequence of compact cmc discrete surfaces {Mh}∞i=1 converges
(in the Sobolev H1 norm as graphs over the limiting surface) to a
smooth compact cmc surface Φ : M → R3, then standard estimates
from the theory of finite elements (see, for example, [21] or [44]) imply
that the eigenvalues and eigenvectors (piecewise linearly extended to
functions) of the operators Lh of theMhj converge to the eigenvalues
and eigenfunctions of the Jacobi operator L of Φ (convergence is in
the L2 norm for the eigenfunctions).
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For the first two examples here — a planar square and rotationally
symmetric portion of a catenoid — we know the approximating dis-
crete minimal surfaces exactly, and we know the eigenvalues and
eigenfunctions of L for the smooth minimal surfaces exactly, so we
can check that convergence of the eigenvalues and eigenfunctions does
indeed occur.
In the final two examples — symmetric portions of a trinoid and a
Costa surface — the spectra of the smooth minimal surfaces is un-
known, so we see estimates for the eigenvalues and eigenfunctions for
the first time. Our experiments confirm the known values 3 and 5 re-
spectively for the indexes of these unstable surfaces, and additionally
show us the directions of variations that reduce area. Thus we have
approximations for maximal spaces of variation vector fields on the
smooth minimal surfaces for which the associated variations reduce
area. (For the approximating discrete surfaces in these examples, we
do not have an explicit form; however, the theory of finite elements
applies and we can still expect convergence of the eigenvalues and
eigenfunctions in L2 norm, if we choose the discrete approximations
so that they converge in H1 norm to the smooth minimal surfaces.)

Spectrum of the Flat Minimal Square

Considering the square M = {0 ≤ x ≤ π, 0 ≤ y ≤ π} included in R3
as a smooth minimal surface, the eigenvalues and eigenfunctions of
L are µm,n = m

2 + n2 and φm,n =
2
π sin(mx) sin(ny) for m,n ∈ Z+

(Section 6.2).
Now we consider the discrete minimal surface Mh that is M with a
regular square n× n grid. In each subsquare of dimension π

n × π
n , we

draw an edge from the lower left corner to the upper right corner,
producing a discrete minimal surface with 2n2 congruent triangles
with angles π

4 ,
π
4 , and

π
2 .

For this Mh, S−1Q has no negative eigenvalues, as expected, since
the smooth minimal square is stable. However, we must take tan-
gential motions into account in the discrete case, and we find that
(when writing the eigenvalues in increasing order) the first two-thirds
of the eigenvalues are 0 and their associated eigenvectors are entirely
tangent to the surface. The final one-third of the eigenvalues are pos-
itive, with eigenvectors that are exactly perpendicular to the surface.
Examples of these perpendicular vector fields are shown in Figure 6.4
for n = 15. Note, there are 196 interior vertices, and so there are 588
eigenvalues λj of S−1Q and λ0 = ... = λ391 = 0 and λj > 0 when
j ∈ [392, 587]. The eigenvectors shown in these figures and their eigen-
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FIGURE 6.6. Two-thirds of the eigenvectors are approximately tangential
to the surface. For example, in the first row we show the R3n-eigenvector
fields associated to the eigenvalues λ1, λ2, and λ3 (whose values are just
slightly greater than 0). One-third of the eigenvectors are approximately
perpendicular to the surface, and the second row shows such eigenvector
fields, associated to the eigenvalues λ147, λ171, λ204, and λ210. The final
row shows projected versions of the eigenvectors in the second row, for
use in comparing with the eigenfunctions of the smooth case considered in
section 4. These projected versions are made just as in Figure 6.5.
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values are close to those of the smooth operator L of M . We have
λ392 = 2.022 ≈ µ1,1, λ393 = 5.094 ≈ µ1,2, λ394 = 5.148 ≈ µ2,1,
λ395 = 8.347 ≈ µ2,2, λ396 = 10.434 ≈ µ1,3, λ397 = 10.445 ≈ µ3,1.

FIGURE 6.7. The first eigenvector field for a discrete approximation of a
compact portion of an Enneper surface (left). The associated first eigen-
value is negative and is the only negative eigenvalue that is not approx-
imately zero, corresponding to the fact that the smooth Enneper surface
has index 1. Those other negative (approximately zero) eigenvalues have
corresponding eigenvector fields that appear roughly tangent to the surface.

Spectrum of the Discrete Minimal Catenoid

By Corollary 110, we know that the discrete minimal catenoids con-
verge to smooth catenoids as the meshes are made finer. Hence the
eigenvalues and eigenvectors of the discrete catenoids converge to the
eigenvalues and eigenfunctions of the smooth catenoid. For the dis-
crete catenoids with relatively fine meshes, we find that two-thirds
of the eigenvectors are approximately tangent to the surface, and the
remaining ones are approximately perpendicular. The approximately
perpendicular ones - considered as functions which are multiplied by
unit normal vectors - and their eigenvalues converge to the eigenfunc-
tions and eigenvalues of the smooth catenoid which are computed in
Section 6.2.
Consider the example shown in the Figures 6.5 and 6.6. Here the
catenoid has 9× 14 = 126 interior vertices, so the matrix S−1Q has
dimension 378×378. The first eigenvalue of this matrix is λ0 ≈ −0.542
and λj > 0 for all j ∈ [1, 377], as expected, since the smooth complete
catenoid has index 1 [43]. Note that λ0 is very close to the negative
eigenvalue for the smooth case, described in the caption of Figure 6.5.
The closest matching smooth catenoid portion satisfies y1 = −y0 =
1.91. The first eigenfunction in the discrete case, see also Figure 6.5,
is also very close to the first eigenfunction in the smooth case.
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FIGURE 6.8. Variation vector fields for three area-reducing variations of
a discrete approximation of a compact portion of a trinoid. The lower row
has overhead views of these variation vector fields, as well as an overhead
view of the variation vector field associated to the fourth (and first positive)
eigenvalue.

Spectrum of the Discrete Minimal Trinoids and Costa
Surface

Since the trinoid has index 3, we find that approximating discrete
surfaces with relatively fine meshes have 3 negative eigenvalues. And
we can look at the corresponding eigenvector fields, which estimate
the eigenfunctions in the smooth case, shown in Figure 6.8. For the
approximating discrete trinoid in Figure 6.8, the first four eigenvalues
are approximately −3.79, −1.31, −1.31, 0.014, so we indeed have 3
negative eigenvalues and the second eigenvalue has multiplicity 2.
Similarly, the genus 1 Costa surface has index 5, and approximating
discrete surfaces with relatively fine meshes have 5 negative eigenval-
ues. See Figure 6.9.
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FIGURE 6.9. The first five eigenvector fields (whose corresponding eigen-
values are the five negative ones) for a discrete approximation of a compact
portion of a genus 1 Costa surface.
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7

Singularities of Discrete Vector
Fields

Singularities of vector fields are among the most important features
of flows. They determine the physical behavior of flows and allow
one to characterize the flow topology [56][57]. The most prominent
singularities are sinks, sources, and vortices. Higher order singulari-
ties often appear in magnetic fields. All these singularities must be
detected and analyzed in order to understand the physical behavior
of a flow. Although feature analysis is an important area, only a few
technical tools are available for the detection of singularities and their
visualization.
Methods for direct vortex detection are often based on the assumption
that there are regions with high amounts of rotation or of pressure
extrema. See, for example, Banks and Singer [7] for an overview of
possible quantities to investigate. The deficiencies of first-order ap-
proximations have been widely recognized, and, for example, higher-
order methods try to overcome this problem [106]. The detection
and visualization of higher-order singularities is an active research
area where rather heavy mathematical methods have been employed
[110].
The Jacobian ∇ξ of a differentiable vector field ξ in R2 and R3 can be
decomposed in a stretching tensor S and a vorticity matrix Ω. The
eigenvalues of the diagonal matrix S correspond to the compressibility
of the flow, and the off-diagonal entries of the anti-symmetric matrix



7. Singularities of Discrete Vector Fields

FIGURE 7.1. Decomposition of the vector field obtained as tangential com-
ponent of the tangent field of a rotation of 3-space. Original field (bottom
right), rotation-free component (upper left) and divergence-free compo-
nent (upper right). The harmonic component (bottom left) belongs to an
incompressible, rotation-free component around the handles of the pretzel.

Ω are the components of the rotation vector. This matrix decompo-
sition has classically been used also for discrete vector fields where
the Jacobian is approximated by discrete difference techniques. The
quality of this approach depends on the quality of the underlying grid
and the accuracy of the vector field.
Another class of methods follows a geometric approach where geo-
metric properties of streamlines and pathlines are investigated and
put in relation to properties of the flow [108][109]. Tittgemeyer et
al. [116] use a contraction mapping to detect singularities of dis-
placement fields in magnetic resonance imaging. This helps in the
understanding of pathological processes in a brain. Their method is
applicable to any higher order singularities but fails to detect some
critical points like centers of rotation or balanced saddle points.
Our approach uses a discrete version of the Helmholtz-Hodge decom-
position of discrete vector fields. We choose a global variational ap-
proach to compute the decomposition of a discrete vector field which
seems to be a novel approach to the detection and analysis of singu-
larities of discrete vector fields. We compute two potential functions
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related to different components of the flow, namely to a rotation-free
and to a divergence-free component. A remaining harmonic compo-
nent is also discussed. The potential functions are computed by a
global variational approach where certain energy functionals are min-
imized in the set of scalar-valued functions. The detection and analy-
sis of vector field singularities is then transferred to the much simpler
study of the critical points of the scalar valued potential functions.
In contrast to local methods, our approach avoids the approximation
problem of the Jacobian matrix or higher order tensors. Further, the
method is rather stable with respect to local deficiencies of the vector
field arising from numerical approximation errors or from sampling
inaccuracies.
Although the Helmholtz decomposition [58] of smooth fields into a
curl-free and divergence-free part is well-known in fluid dynamics
[26], we have not found any application to the study of singulari-
ties of discrete vector fields. Discrete differential forms were intro-
duced in differential geometry by Whitney [119] who invented the
so-called Whitney forms. Whitney forms were brought to a new life
in the pioneering work on discrete Hodge decompositions in compu-
tational electromagnetism by Bossavit [17][16] who applied them to
the solution of boundary value problems. For simplicial complexes
K Eckmann [39] developed a combinatorial Hodge theory. Dodziuk
[34] showed that if K is a smooth triangulation of a compact ori-
ented Riemann manifold X then the combinatorial Hodge theory is
an approximation of the Hodge theory of forms on X by choosing a
suitable inner product on K.
Our discretization method has contact with weak derivatives used in
finite element theory where the formal application of partial integra-
tion is used to shift the differentiation operation to differentiable test
functions. In fact, the integrands of our discrete differential operators
divh and roth can be obtained from ∇ξ by formal partial integra-
tion with test functions. In contrast, our focus here is to emphasize
the geometric interpretation of the discrete differentials, and to relate
them with the discrete curvature and Hodge operators which played
a role in Section 4.
We apply our method to several test cases with artificial and simu-
lated flows which are accurately analyzed. The simulated flow in the
Bay of Gdansk reproduces similar results of Post and Sadarjoen [108],
who employed different geometric methods.
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7.1 Setup

In the following sections we extend the discussion on discrete differ-
ential operators to vector fields and differential forms on simplicial
surfaces. Among the simplest operators are the discrete divergence
and rotation operators which naturally continue the discussion on
differential properties of simplicial maps in chapters 3 and 4. For ex-
ample, the discrete Hodge ∗−operator defined on gradient fields in
the chapters on discrete conjugate harmonic maps and minimal sur-
faces extends to discrete differential forms and plays a rôle in the
Hodge-Helmholtz decomposition. A practical application of the dis-
crete setup to fluid dynamics is given at the end of the chapter where
we use the Hodge decomposition to locate and study singularities of
noisy vector fields.
In the following letMh be a simplicial surface immersed in Rn. Let Sh
be the space of piecewise linear continuous functions, and S∗h the space
of piecewise linear functions which are edge midpoint continuous. We
denote with {ϕi} the set of vertex-based Lagrange basis functions of
Sh, and with {ψi} the set of edge-based basis functions of S∗h.
We use the following space of vector fields on Mh

Λ1h :=
©
v | v|T is a constant, tangential vector on each triangle

ª
which will later be considered in the wider setup of discrete differ-
ential forms. As common practice in the finite element context, the
subindex h distinguishes this set from smooth concepts.
On each oriented triangle, we define the operator J that rotates each
vector by an angle π

2 . For example, let c be an edge of the oriented
boundary of a triangle, then Jc = −ν is in opposite direction of the
outer normal of the triangle at c. The operator J is a special form of
the Hodge star operator.
We recall some basic relation. Let T be a triangle with vertices
{p1, p2, p3} and counterclock-wise oriented edges {c1, c2, c3} with ci =
pi−1 − pi+1. Let u ∈ Sh be a piecewise linear function with function
values ui = u(pi) then its gradient has the following representation

∇u|T = 1

2 areaT

3X
i=1

uiJci.
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The following scalar products with triangle edges describe the total
rotation respectively the total flow through an edge:

h∇u, cji = uj−1 − uj+1 (7.1)

h∇u, Jcji = cotαj+1(uj − uj−1) + cotαj−1(uj − uj+1).(7.2)

7.2 Discrete Rotation

The rotation rot of a differentiable vector field on a smooth surfaces is
at each point p a vector normal to the surface whose length measures
the angular momentum of the flow. On a planar Euclidean domain
with local coordinates (x, y), the rotation of a differentiable vector
field v = (v1, v2) is given by rot v = (0, 0, v2|x − v1|y). In the discrete
version of this differential operators, the (total) discrete rotation, we
neglect the vectorial aspect and consider the rotation as scalar value
given by the normal component.
In the following we use a simplicial domain Mh which contains its
boundary. The boundary is assume to be counter-clockwise parame-
trized. If p ∈ ∂Mh is a vertex on the boundary then star p consists of
all triangles containing p. If m ∈ ∂Mh is the midpoint of an edge c
then ∂ starm does contain the edge c as well.

Definition 161 Let v ∈ Λ1h be a piecewise constant vector field on
a simplicial surface Mh. Then the (total) discrete rotation rot v is a
function in Sh given by

roth v(p) :=
1

2

I
∂ star p

v =
1

2

kX
i=1

hv, cii

where ci are the edges of the oriented boundary of the star of p ∈Mh.
Additionally, the discrete rotation rot∗ v at the midpoint m of each
edge c is a function in S∗h given by

rot∗h v(m) :=

I
∂ star c(m)

v

where ∂ starm is the oriented boundary of the triangles adjacent to
edge c.

If the rotation of a vector field is positive on each edge of the link of
a vertex then the vector field rotates counter clock-wise around this
vertex. Note that rot∗h vanishes along the boundary.
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Lemma 162 Let p be a vertex of a simplicial surface Mh with ema-
nating edges {c1, ..., ck} with edge midpoints mi. Then

2 roth v(p) =
kX
i=1

rot∗h v(mi).

Note, that rot∗h v = 0 at all edge midpoints implies roth v = 0 on all
vertices. The converse is not true in general.
Rotation-free vector fields are be characterized by the existence of a
discrete potential.

Theorem 163 Let Mh be a simply connected simplicial surface with
a piecewise constant vector field v. Then v = ∇u is gradient of a
function u ∈ Sh if and only if

rot∗h v(m) = 0 ∀ edge midpoints m,

respectively, v = ∇u∗ is gradient of a function in u∗ ∈ S∗h if and only
if

roth v(p) = 0 ∀ interior vertices p.
Further, for a vertex q ∈ ∂Mh the value roth∇u∗(q) is the difference
of u∗(q) at the two adjacent boundary triangles.

Proof. 1.) ” ⇒ ”: Assume the orientation of the common edge
c = T1 ∩ T2 of two triangles leads to a positive orientation of ∂T1.
Then we obtain from the definition of rot∗h

rot∗h v(m) = −

v|T1 , c

®
+

v|T2 , c

®
.

Let T1 be a triangle with vertices {p1, p2, p3} and edges cj = pj−1 −
pj+1. Assume v = ∇uh is the gradient of a piecewise linear function
uh ∈ Sh. Let uj = uh(pj) be the function values at the vertices of T1
then

h∇uh, cji = uj−1 − uj+1.
The sum of the two scalar products h∇uh, ci at the common edge of
two adjacent triangles cancels because of the continuity of uh and the
reversed orientation of c in the second triangle.
” ⇐ ”: We construct a vertex spanning tree of Mh and oriented its
edges towards the root of the tree. Since v is rotation-free the scalar
product of v with each oriented edge cj is unique, and we denote
it with vj := hv, cji. Now we construct a function uh by assigning
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uh(r) := 0 at the root of the spanning tree, and integrate along the
edges of the spanning tree such that

uh(pj2)− uh(pj1) = vj
if cj = pj2 − pj1 . This leads to a function uh ∈ Sh. On each triangle
T we have ∇u|T = v|T since by construction we have h∇uh, cji =
uh(pj2)− uh(pj1) = vj on each edge cj.
We now show that the function uh is independent of the choice of
the spanning tree. It is sufficient to show that the integration is path
independent on each triangle (which is clear) and around the link of
each vertex. Around a vertex p denote the vertices of its oriented link
with {q1, ..., qs}. Since we have the edge differences u(p)−u(qj) = vj
it follows that

sX
j=1

u(qj)− u(qj+1) =
sX
j=1

u(qj)− u(p) + u(p)− u(qj+1)

=
sX
j=1

−vj + vj+1 = 0.

The function uh solely depends on v and the integration constant
uh(r).
2.) The second assumption follows from a similar calculation which
we only sketch here.
” ⇒ ”: If v is gradient of a function u∗ ∈ S∗h then the assumption
follows since at all interior vertices p we haveI

γp

∇u∗ =
nX
j=1

h∇u∗,mj −mj−1i

=
nX
j=1

u∗(mj)− u∗(mj−1) = 0

where γp is a polygon connecting the midpoints mj of all edges em-
anating from p.
” ⇐ ” By assumption, the path integral of v along any closed curve
γ crossing edges at their midpoints vanishes. Since v integrates to
a linear function on each triangle, we obtain a well-defined function
u∗h ∈ S∗h similar to the procedure in 1.) by

u∗h(p) :=

I
γ

v

165



7.3. Discrete Divergence 7. Singularities of Discrete Vector Fields

where γ is any path from a base point r ∈ Mh to p which crosses
edges at their midpoints.
3.) The statement on the height difference of u∗ at a boundary vertex
q follows directly from the evaluation of roth∇u∗(q). ¤
The above theorem does not hold for non-simply connected surfaces
since integration along closed curves, which are not 0−homotop, may
lead to periods. Also note, that from Sh ⊂ S∗h follows 0 = roth∇u =
rot∗h∇u for any u ∈ Sh.
The next lemma derives a vector field on a simplicial surface Mh

which has a given rotation along each edge.

Lemma 164 Let T be a triangle with oriented edges {c1, c2, c3}. Any
given set of edge weights {v1, v2, v3}, vi ∈ R with v1 + v2 + v3 = 0
uniquely determines a vector v

v =
3X
i=1

vi
cotαi
2 areaT

ci

with rotation hv, cji = vj at the edge cj.
Proof. A simple calculation shows that v has the given rotation

hv, cji

=
vj−1 cotαj−1 hcj−1, cji+ vj cotαj |cj |2 + vj+1 cotαj+1 hcj+1, cji

2 areaT
= −vj−1 cotαj−1 cotαj+1 + vj cotαj(cotαj−1 + cotαj+1)
−vj+1 cotαj−1 cotαj+1

= vj (cotαj−1 cotαj+1 + cotαj(cotαj−1 + cotαj+1))

= vj .

¤
If v is the gradient field of a function u ∈ Sh then the weights vi
are the difference of u evaluated at the endpoints of edge ci. v is
integrable if these coefficients agree at the common edge of adjacent
triangles.

7.3 Discrete Divergence

In the smooth case the divergence div of a field is a real-valued func-
tion measuring at each point p on a surface the amount of flow gen-
erated in an infinitesimal region around p. On a planar Euclidean

166



7. Singularities of Discrete Vector Fields 7.3. Discrete Divergence

domain with local coordinates (x, y), the divergence of a differen-
tiable vector field v = (v1, v2) is given by div v = v1|x + v2|y. The
discrete version of this differential operators, the (total) discrete di-
vergence, is obtained by a similar physical reasoning, that means we
define the discrete divergence as the amount of flow generated inside
the star p of a vertex p which is the total amount flowing through the
boundary of star p.
At a boundary vertex p the discrete divergence must take into ac-
count the flow through the two boundary edges as well as divergence
generated at all other edges emanating from p since the divergence
at these interior edges has only been considered by half at interior
vertices. The following definition also fulfills the formal integration
by parts relation 7.3:

Definition 165 Let v ∈ Λ1h be a piecewise constant vector field on
a simplicial surface Mh. Then the (total) discrete divergence divh :
Λ1h → Sh of v is a function in Sh given by

div hv(p) =
1

2

Z
∂ star p

hv, νi ds

where ν is the exterior normal along the oriented boundary of the star
of p ∈Mh. If p ∈ ∂Mh then star p consists of all triangles containing
p.
Additionally, we define the divergence operator div∗h : Λ

1
h → S∗h based

at the midpoint m of an edge c

div∗h v(m) =

Z
∂ star c

hv, νi ds

where ∂ starm is the oriented boundary of the triangles adjacent to
edge c. If m ∈ ∂Mh then ∂ starm does not contain the edge c.

Divergence at the midpoint
of an edge.

Note, the divergence div∗h at an edge c common to two triangles T1
and T2 may equivalently be defined by div

∗
h v(m) = hv, Jc1i|T1 +

hv, Jc2i|T2 where the common edge has opposite orientation c1 = −c2
in each triangle. Let ϕp ∈ Sh denote the basis Lagrange function as-
sociate to each vertex p ofMh. Then formally, the discrete divergence
can obtained by applying Green’s integration by parts

divh v(p) : =

Z
star p

” div v” · ϕpdx (7.3)

= −
Z
star p


v,∇ϕp

®
dx+

Z
∂ star p

hv, νiϕpds
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although Green’s formula does not hold in the discrete setting since
v and ϕp are not differentiable on star p. On the right hand side the
boundary integral vanishes since ϕp = 0 along ∂ star p such that we
obtain the same equation for divh v(p) as in definition above.
The normalization of the divergence operator gives the following
equalities known from the smooth case:

Lemma 166 The gradient vector field of a potential uh ∈ Sh on a
simplicial surface Mh fulfills

divh∇uh = ∆huh (7.4)

using the discrete Laplace operator ∆h of Definition 3.18. Similarly,
the gradient vector field of a potential u∗h ∈ S∗h on Mh fulfills

div∗h∇u∗h = ∆hu∗h. (7.5)

Proof. If p is an interior vertex of Mh then the Definition 3.18 of
the discrete Laplacian gives

divh∇uh(p) =
1

2

Z
∂ star p

h∇uh, νi ds (7.6)

= −
Z
star p

∇uh,∇ϕp® dx = ∆huh(p)
using ∇ϕp = Jcp/(2 areaT ) on each triangle T with edge cp opposite
to p.
The edge-based divergence relates similarly to the Laplacian of a
function u∗ ∈ S∗h. Let m be the midpoint of an edge c shared by two
triangles T1 and T2 of starm. Then

div∗h∇u∗h(m) =

Z
∂ starm

h∇u∗h, νi ds

= −
Z
starm

h∇u∗h,∇ψmi dx = ∆hu∗(m)

where T1 and T2 are the two triangles with common edge cm. ¤

Lemma 167 The discrete rotation and divergence of a vector field
v ∈ Λ1h on a simplicial surface Mh relate by

roth Jv(p) = divh v(p),

respectively,
rot∗h Jv(m) = div

∗
h v(m)

where p is a vertex and m is the midpoint an edge of Mh.
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Proof. The two relations of rot and div follow directly from the
definitions 165 and 161 of the differential operators. ¤
For practical applications, we compute the explicit formula for the
discrete divergence operator in terms of triangle quantities. Note the
similarity with the formula of the discrete Laplace operator where
the influence of the domain metric solely appears in the cotangens
factor.

Theorem 168 Let v ∈ Λ1h be a piecewise constant vector field on a
simplicial surface Mh. Then the discrete divergence divh of v is given
at each vertex p by

divh v(p) = −1
2

sX
i=1

hv, Jcii = 1

2

kX
i=1

(cotαi + cotβi) hv, aii (7.7)

where J denotes the rotation of a vector by π
2 in each triangle, k

the number of directed edges ai emanating from p, and the edges ci
form the closed cycle of ∂ star p in counter clockwise order. In the
two triangles adjacent to an edge ai we denote the vertex angles at
the vertices opposite to ai with αi,βi.

Divergence at a vertex p.

Proof. By definition Jc rotates an edge such that it points into
the triangle, i.e. Jc = −ν is in opposite direction of the outer nor-
mal of the triangle at c. Therefore, the representation of the discrete
divergence operator follows from the representation of

Jc = cotαa+ cotβb

in each triangle with edges c = a − b, and sorting the terms around
star p by edges. ¤
The discrete version of the Gauß integration theorem relates the di-
vergence of a domain to the flow through its boundary.

Theorem 169 Let Mh be a simplicial surface with boundary ∂Mh

and piecewise constant vector field v. ThenX
p∈Mh

divh v(p) =

Z
∂Mh

hv, νi (7.8)

where ν is the exterior normal along ∂Mh. Further, we haveX
m∈Mh

div∗h v(m) =

Z
∂Mh

hv, νi (7.9)

where m runs through the midpoints of all edge of Mh.
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Proof. The total divergence

X
p∈Mh

divh v(p) =
X
p∈M̊h

1

2

Z
∂ star p

hv, νi ds+
X

p∈∂Mh

1

2

Z
∂ star p

hv, νi dx,

each interior edge appears two times, once for each adjacent triangle.
Since ∂ star p of a boundary vertex p includes the two edges adjacent
to p, each boundary edge appears three times. On each triangle, the
sum of the contributions hv, νi of all three edges of a triangle van-
ishes, which consumes two interior edges and one boundary edge. The
remaining two boundary edges sum up to the boundary integral.
In the case of div∗h, we sort the sum of the edge divergences by bound-
ary edges, which vanishes, and by interior edges.

X
p∈Mh

divh v(p) =
1

2

#int edgesX
i=1

hv, Jcii|Ti1 + hv, Jcii|Ti2

= −
#bnd edgesX

b=1

hv, Jcbi|Tb

The last equation follows since the total divergence on each triangle
vanishes. ¤
The divergence at vertices and edges is related by the following lemma.

Lemma 170 Let p be a vertex of simplicial surface Mh with ema-
nating edges {c1, ..., ck} with edge midpoints mi. Then

2 divh v(p) =
kX
i=1

div∗h v(mi).

Proof. On a single triangle we have div∗h v(m3) = −div∗h v(m1) −
div∗h v(m2). Therefore, the right-hand side of the assumed equation
is equal to Z

∂ star p

hv, νi

as assumed. ¤
Divergence-free vector fields can be characterized by the existence
of a discrete 2−form which is another justification of the discrete
definition of divh. Here we formulate the statement without the usage
of differential forms which are introduced in the next section.
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Theorem 171 Let v be a piecewise constant vector field on a simply
connected simplicial surface Mh. Then

divh v(p) = 0 ∀ interior vertices p
if and only if there exists a function u∗ ∈ S∗h with v = J∇u∗. Respec-
tively,

div∗h v(m) = 0 ∀ edge midpoints m
if and only if there exists a function u ∈ Sh with v = J∇u. In both
cases, the function is unique up to an integration constant.

Proof. Using the relation between the discrete rotation and diver-
gence of Lemma 167 the statement follows directly from the integra-
bility conditions proven in Theorem 163. ¤

7.4 Hodge Decomposition of Vector Fields

On each triangle we have a well-defined volume form ω from the
induced metric of the triangle which can be expressed as ω = dx∧dy
in local coordinates (x, y) of the triangle, and a one-form v which can
expressed as v1dx+ v2dy.

Definition 172 The spaces of discrete differential forms on a sim-
plicial surface Mh are defined piecewise per triangle T :

Λ0h : =
©
u :Mh→R | u is continuous and u|T linear

ª ∼= Sh
Λ1h : =

©
v | v|T is a constant, tangential vector

ª
Λ2h : =

½
w | on each simply connected region D
w|D = uω with a function u ∈ Λ0

¾
.

Additionally, we define the spaces Λ0,∗ ⊃ Λ0 and Λ2,∗ ⊃ Λ2 having
functional representatives in S∗h.

The space Λ1h is the space of discrete vector fields on a polyhedral
surface which are tangential and constant on each triangle. In the
following we try avoid too much formalism and, sometimes, identify
a 2−form w = uω with its function u without explicitly listing the
volume form ω. Similarly, we identify vectors with 1−forms.
On each oriented triangle, we define the operator J that rotates each
vector by an angle π

2 . For example, let c be an edge of the oriented
boundary of a triangle, then Jc = −ν is in opposite direction of the
outer normal of the triangle at c. The operator J is a special form of
the Hodge star operator ∗ : Λih → Λn−ih .
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FIGURE 7.2. Test vector field (bottom right) decomposed in rotation-free
(upper left), divergence-free (upper right) and harmonic component (bot-
tom left). The three lines indicate the centers of the original potentials.

Definition 173 On a simplicial surface Mh the Hodge operator ∗ is
a map

∗ : Λih → Λn−ih

such that locally

∗u = uω ∀u ∈ Λ0h respectively Λ0,∗h
∗v = Jv ∀v ∈ Λ1h

∗(uω) = u ∀(uω) ∈ Λ2h respectively Λ2,∗h .

The gradient operator ∇ used in S∗h generalizes to two differential
operators d and δ on differential forms. We use rot∗h respectively divh
in order to synchronize with the integrability condition of discrete
vector fields in the following sequences.

Definition 174 The differential operator d : Λ0h → Λ1h = Λ
1,∗
h →

Λ2,∗h on a simplicial surface Mh is defined by

du = ∇u ∀u ∈ Λ0h
dv = rot∗h v ∀v ∈ Λ1h

d(uω) = 0 ∀(uω) ∈ Λ2,∗h .
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The co-differential operator δ is defined by δ := ∗d∗ : Λ2,∗h → Λ1,∗h =
Λ1h → Λ0h, that is

δu : = 0 ∀u ∈ Λ0h
δv : = divh v ∀v ∈ Λ1h

δ(uω) : = J∇u ∀(uω) ∈ Λ2,∗h .

Both operators are similarly defined on Λ0,∗h respectively Λ2h using roth
respectively div∗h.

We remind that in the smooth situation for vector field v = (v1, v2),
we have dv = (v2|x − v1|y )dxdy and δv = v1|x + v2|y on a planar
Euclidean domain with coordinates (x, y).

Lemma 175 Let u ∈ Λ0 and w ∈ Λ2 then

d2u(m) = 0 and δ2w(m) = 0 at each edge midpoint m ∈Mh,

respectively, if u ∈ Λ0,∗ and w ∈ Λ2,∗ then

d2u(p) = 0 and δ2w(p) = 0 at each interior vertex p ∈Mh,

Proof. Direct consequence of the corollaries of the previous section.
¤
We now state a Hodge-type decomposition of 1−forms, respectively
vector fields, on simplicial surfaces in a rotation-free, divergence-free,
and a harmonic field.

Theorem 176 Let Mh be a simplicial surface. Then any tangential
vector field ξ ∈ Λ1(Mh) has a unique decomposition

ξ = du+ δ(wω) + v (7.10)

with u ∈ Λ0, wω ∈ Λ2 and harmonic component v ∈ Λ1 with divh v =
roth v = 0 respectively dv = 0, δv = 0. Uniqueness of the decomposi-
tion follows from the normalizationZ

Mh

u = 0,
Z
Mh

wω = 0.

Since u and w are potential functions, du is rotation-free and δ(wω)
is divergence-free.
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Proof. First, we derive the potential u ∈ Λ0 of the rotation-free
component of a given vector field ξ. We define the following quadratic
functional F for functions in Sh

F (u) :=

Z
Mh

(|∇u|2 − 2 h∇u, ξi) (7.11)

which associates a real-valued energy to each function uh. A quadratic
functional has a unique minimizer which we denote with u ∈ Sh. As
a minimizer, u is a critical point of the functional which fulfills at
each vertex p the following minimality condition

0
!
=

d

dup
F (u) = 2

Z
star p

∇u− ξ,∇ϕp
®

(7.12)

where ϕp ∈ Sh is the Lagrange basis function corresponding to vertex
p. Formally, u solves the Poisson equation divh∇u = divh ξ respec-
tively ∆hu = δξ.
To obtain the divergence-free component we define a similar func-
tional

G(w) :=

Z
Mh

(|δ(wω)|2 − 2 hδ(wω), ξi) (7.13)

and compute the potential w ∈ Sh as its unique minimizer which
solves

0
!
=

d

dwp
G(w) = 2

Z
star p


δ(wω)− ξ, J∇ϕp

®
. (7.14)

Formally, w solves roth J∇(wω) = roth ξ resp. ∆hw = dξ.
The harmonic remainder is defined as v := ξ − ∇u − J∇w. Using
the above relations and the fact that for a 2−form wω ∈ Λ2h we have
div∗h δ(wω) = 0 which implies divh δ(wω) = 0, one easily verifies

divh v(p) = divh(ξ −∇u)− divh δ(wω) = 0.
And using the fact that for a function u ∈ Λ1h we have rot∗h∇u = 0
which implies roth∇u = 0, we obtain

roth v(p) = roth(ξ − δ(wω))− roth∇u = 0.
¤

7.5 Detecting Vector Field Singularities

7.5.1 Decomposition Algorithm

For arbitrary tangential piecewise-constant vector fields on a sim-
plicial (planar or curved) surface Mh we now apply the discrete
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Helmholtz-Hodge decomposition introduced in the previous sections
to split a given vector field in a rotation-free, a divergence-free, and
a remaining harmonic component. The first component is the gra-
dient field of a potential u, and the second component is the co-
gradient field of a second potential w. The decomposition is obtained
by directly computing the potentials as minimizers of certain energy
functionals. In the proof of the decomposition theorem we state the
functionals.
The steps for a practical decomposition of a vector field are now
straightforward. Assume, we want to compute the rotation-free com-
ponent of a given vector field ξ on a simplicial surfaceMh with bound-
ary. We begin with an arbitrary initial function u0 ∈ Sh with zero-
boundary values and arbitrary function values at the finite set of
interior vertices ofMh. Then we apply a standard conjugate gradient
method to minimize the energy functional F by modifying the inte-
rior function values of u0. As a result we obtain the unique minimizer
u of F . The same approach using the functional G is performed to
compute the second potential w.
The evaluation of the gradient of the functional F can be made rather
efficient using the explicit representation of the discrete divergence
operator given in Equation 7.7:

d

dup
F (u) =

kX
i=1

(cotαi + cotβi) h∇u− ξ, aii .

Since the cotangens values belong to the triangulation and its non-
linear computation can be done once before the conjugate gradient
method starts. Precomputing the scalar products of the vector field
ξ with the edges ai is also possible. During runtime of the conju-
gate gradient method it computes repeatedly per vertex the k scalar
products h∇u, aii and k scalar multiplications and one addition.
The vector field components of ξ are easily derived by differentiating
the potentials. For efficiency, one does not need to store the three
vector field components explicitly since they are explicitly determined
by the scalar-valued potential functions u and w. Further, if one is
interested only, say, in identifying the vortices of a vector field ξ,
then it suffices to calculate w and to avoid the calculation of the full
decomposition.
The Jacobian ∇ξ of a smooth vector field ξ in R2 or on a surface
allows decomposition in a stretching tensor S and a vorticity matrix
Ω

∇ξ = 1

2
(∇ξ +∇ξt) + 1

2
(∇ξ −∇ξt) =: S +Ω
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FIGURE 7.3. Incompressible flow around a cylinder (bottom) with van-
ishing rotation-free component. Divergence-free component (top) and har-
monic component (middle) show expected behavior.

to analyze the physical properties of the flow. The eigenvalues of the
diagonal matrix S correspond to the compressibility of the flow, and
the off-diagonal entries of the anti-symmetric matrix Ω are the com-
ponents of the rotation vector. For example, local methods for vortex
identification and feature analysis of discrete vector fields often try to
approximate the Jacobian by discrete differences or by higher-order
interpolation of the vector field. This approach often suffers from nu-
merical or measured inaccuracies of the vector field which make it a
delicate task to extract higher order data such as the Jacobian or even
higher order differential tensors. Compare the first approaches in di-
rection of detecting higher-order singularities done by Scheuermann
et al. in [111].
In this section we suggest a global approach to detect and analyze
singularities of a vector field on a simplicial surface Mh by study-
ing the critical points of the potential functions obtained from the
Helmholtz-Hodge decomposition presented in the previous sections.
We start to locate first-order sinks and sources of a given vector field
ξ:

• Calculate the potential u whose gradient is the rotation-free
component of ξ by minimizing the functional 7.11.
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• Locate the local maxima and minima of the scalar valued func-
tion u over the two-dimensional surface. This can be done au-
tomatically with another minimization routine, or by studying
the graph of u manually.

Our approach is global in the sense that u is rather independent of
small variations of the vector field which might have been introduced
by numerical errors in the simulation, during the measurement, or by
deficiency from a bad triangle mesh. This global approach is mainly
due to the use of integrated values during the minimization of the
functional.
A similar algorithm determines first-order vortices of the vector field
ξ:

• Calculate the potential w by minimizing the functional 7.13.
• Locate the local maxima and minima of the potential w on the
surface Mh.

Higher-order singularities correspond to higher-order critical points
of the corresponding functions u respectively w. Since the smoothing
effect of the global variation removes high frequencies of the vector
field one might calculate higher-order approximations of the potential
and use a Newton method to find the zeros of the derivative. Note,
this higher-order approximation is performed on scalar data rather
than on vector fields as in [110], and therefore, avoids using machiner-
ies like Clifford algebras. Figure 7.6 shows the associated potentials of
a vector field singularity of index 3 and the clearly detectable critical
points in the potentials.
It would be interesting to compare the original vector field with the
vector field obtained from compositing the gradient fields of the two
smoothed potentials and the original harmonic component. This re-
constructed vector field should contain much less higher frequencies.
Leeuw and van Liere [29] proposed a hierarchical ordering of flow fea-
tures to reduce the complexity and suppress high-frequency patterns.
The figures show a number of experiments where the methods above
are used for vortex identification and the detection of sources. Cur-
rently, in both algorithms step two is performed manually.

7.5.2 Examples

The first example in Figure 7.2 is an artificial vector field. We denote
a co-gradient field a gradient field which has been rotated by 90◦
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FIGURE 7.4. Bay of Gdansk with potential of divergence-free component
(green mesh) clipped at a certain height to locate vortices. Major vor-
tices located in flow (right) rotating clockwise (red) and counter-clockwise
(green).

degrees. The field is the sum of a gradient vector field and two co-
gradient fields. Application of the Hodge decomposition leads to two
potentials u and w with gradient ∇u and co-gradient J∇w shown
in the upper two images on the left and right. The location of the
original, generating potentials are indicated by dots. The algorithm
detects the singularities and clearly separates the source from the two
vortices. The centers of the potentials may be varied at interactive
speed since on a smaller grid the decomposition is done in real-time
as shown at the web site [92].
It should be noted that our algorithm correctly reconstructs the posi-
tions of the extrema of the original potential. In the combined vector
field these positions may seem to deviate from these centers, although
the potentials are correctly reconstructed. Obviously, the summation
of both vector field components leads to a misleading transition of
the visible vortex centers and the potential in the combined flow.
In Figure 7.3 the decomposition is applied to an incompressible flow
around a cylinder from a CFD simulation. The rotation-free compo-
nent of the incompressible flow vanishes as expected. The divergence-
free component is tangential at the boundary because of the zero-
boundary condition used in the decomposition algorithm. The har-
monic component shows the incompressible, non-rotational part of
the flow.
The flow in the Bay of Gdansk in Figures 7.5 and 7.4, a coastal region
in Poland, is data from a simulation performed at WL | Delft Hy-
draulics using a curvilinear grid of 43 ∗ 28 ∗ 20 nodes. The goal of the
simulation was to investigate the flow patterns induced by wind and
several inflows. In [108] Sadarjoen and Post derive geometric quan-
tities from curvature properties of streamlines to find vortex cores
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FIGURE 7.5. Decomposition of horizontal section of flow in Bay of Gdansk.
Rotation-free component (top) with potential, and divergence-free compo-
nent (bottom)

and analyze their qualitative behaviour. We computed the potentials
of the gradient and co-gradient components and easily recovered the
vortices and magnitudes by moving horizontal clip planes through
the graph of the potential functions.
The harmonic component of a vector field corresponds to an incom-
pressible, irrotational flow. On compact surfaces this harmonic com-
ponent represents the non-integrable flows around the handles of the
surface. The artificial vector field in Figure 7.1 is obtained from the
restriction of the tangent field of a rotation of 3−space onto the pret-
zel. Around each handle we see a well-distinguished harmonic flow.
There are also two sinks and two sources at the upper side and the
lower side.
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The example in Figure 7.6 shows a typical higher order singularity of
index 3 which has a representation

v : R2 → R2

z 7→ z3

with a local complex coordinate z. Both potentials show a singularity
of higher order at 0. Clipping the potential at the singularity with
a horizontal plane separates the neighbourhood of the graph in 3
components.
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FIGURE 7.6. Higher-order singularity of vector field with index=3 (bot-
tom right). Rotation-free (upper left) and divergence-free (upper right)
components show critical point of higher order at singularity.
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8

Interpolation of Adaptive
Triangulations

Surfaces in animation often change their shape in time. If there is no
functional description of the deformation available, one often uses the
keyframe technique to describe the animation. Here a surface is stored
at a finite set of key-times, and in-between surfaces are computed by
interpolating between adjacent keyframes. In the special case that all
keyframe surfaces have the same underlying simplicial complex, the
interpolation task reduces to the simple linear interpolation between
corresponding pairs of vertices, or interpolation of higher polynomial
order if more keyframes are considered.
The interpolation task becomes more delicate if the keyframe surfaces
are allowed to have different underlying simplicial complexes. In our
discussion we restrict all surfaces of an animation to be topologi-
cally equivalent, i.e. they have the same genus and boundary curves.
Nevertheless, our task remains to interpolate between topologically
equivalent — but differently discretized — surfaces. Such surfaces occur
naturally, in numerics when an initial surface evolves by minimizing
an energy functional and it is adaptively refined and coarsened after
each time step. These surfaces also arise in flow visualization, where
an initial test ball is inserted in the flow and after some time-steps
the ball strongly deforms, requiring an adaptive change of its mesh.
In both cases one obtains a new keyframe object after each time-step,
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and interpolation between keys with different meshes is required for
slow-motion playback.
In this chapter we solve the interpolation problem between adaptively
refined triangulations by imposing the following two constraints: firstly,
the bisection scheme in each hierarchy follows the rules of Rivara
[105] and, secondly, a certain correspondence between the root el-
ements of all hierarchies is required. These assumptions are rather
weak, especially since it is only the second constraint which requires
an adjustment between different hierarchies. After this initial adjust-
ment, each keyframe hierarchy may be locally refined and coarsened
depending only on its own error criteria without any reference to the
other hierarchies of the family. The compatibility of different meshes
follows from the Rivara bisection method. This chapter is a minor
extension of [47] which is joint work with Friedrich and Schmies.

FIGURE 8.1. Parameter-dependent boundary value problem. Each geom-
etry was adaptively refined without spoiling the interpolation property.

Instead of using the Rivara bisection method, one might try to use
a 4 − 1 split as subdivision rule. After a local refinement the 4 − 1
split must be accompanied by a process called conformal closure to
remove hanging vertices, for example, by introducing so-called green
edges [6]. These green edges are responsible for case distinctions and
require further subdivisions when interpolating between different hi-
erarchies. These tasks can be handled, but the effort increases when
interpolating in multi-parameter families.

8.1 Bisection Method of Rivara

Refinement and coarsening algorithms have a long tradition in nu-
merics and computer graphics, and some can be used to generate
hierarchical data representations where each child triangle is combi-
natorially a subset of its parent. Since we consider curved surfaces in
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R3, it is essential to maintain the distinction between the simplicial
combinatorics and the geometric realization: if we bisect a triangle to
obtain two children, then combinatorially the two children are con-
sidered as subsets of its parent, but in the geometric realization the
children need not be part of its parent triangle.
There exist different types of hierarchical triangulations, and a good
overview and formal concept are given in DeFloriani and Puppo
[31]. The concept of vertex-based hierarchies is described in detail
in Hoppe’s papers [61] and [62]. In numerics, it is essential to ensure
stability of a sequence of triangulations or a hierarchical triangula-
tion, i.e. to bound the angles inside all triangles uniformly from below.
In visualization, small angles may also disturb the visual perception
since they sometimes allow, the element normals to vary heavily in
the neighbourhood of such a degenerate triangle. In some cases, long
thin triangles may be appropriate, for example, to describe cylindrical
shapes.
The bisection algorithm of Rivara [105] addresses the problem of how
to locally refine a conforming triangulation to a new conforming tri-
angulation and, additionally, of how to ensure that all angles in sub-
sequently refined triangulations are greater than or equal to half of
the smallest angle in the original triangulation. The method leads to
nested triangulations and allows smooth transition between different
levels of detail. In his original formulation, Rivara bisects a triangle
exactly at the longest edge. Bänsch [8] generalized the method by
introducing a formal refinement edge. In each triangle a single edge
is marked as refinement edge, i.e. if the triangle is refined, then it is
refined by bisecting its refinement edge, and the two child triangles
inherit a refinement edge in the manner shown in Figure 8.2. In the
simplicial complex an additional vertex is inserted at the midpoint of
the refinement edge.

FIGURE 8.2. The Rivara bisection method refines a triangle exactly at its
refinement edge. Each child inherits a refinement edge as shown.
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Formally, the Rivara algorithm assumes that in a conforming trian-
gulation T each triangle has an arbitrary edge marked as refinement
edge.

Algorithm 177 (A) Let T0 be a conforming triangulation with a
subset of triangles S ⊂ T0 marked for refinement, usually according to
some local error criteria, then the Rivara Bisection Method consists
of the following steps:

1. All marked triangles S are bisected according to the Rivara
bisection rule. This produces a (possibly empty) new set of non-
conforming triangles.

2. Mark all non-conforming triangles for refinement; the set is
again denoted with S.

3. If S is not empty, then go to 1. Otherwise, there are no marked
triangles and the algorithm stops. The new triangulation is
Tk+1.

When the algorithm stops the new triangulation is conforming. As
shown in [8] the algorithm stops after a finite number of steps since in
one pass it inserts at most a single vertex on each edge. This is a fairly
rough upper estimate for theoretical purposes — and one can construct
such badly behaved examples — but, in practice, the subdivision has
only local influence on the triangulation, see [8], [105]. The sequence
{Tk} is stable, i.e. all triangle angles are bounded from below by half
the minimum triangle edges of the first triangulation T1.

FIGURE 8.3. Successive applications of the Rivara algorithm introduce
new vertices matching those retrieved by 4-1 splits.

The method using 4-1 splits, where each parent triangle is decom-
posed into four similar children, leads to non-conforming vertices if
applied locally. Bank and Sherman [6] introduced so-called green tri-
angles which join a non-conforming vertex with the opposite vertex
of the non-conforming triangle, but this approach leads to non-nested
triangulations over the green triangles. Rheinbold andMesztenyi [104]
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Τk Τk+ 1TK TK+1

FIGURE 8.4. A single step of the Rivara bisection method with refinement
edges and marked triangles.

work with non-conforming grids and, in order to maintain the con-
tinuity of the surface over the non-conforming points, they impose
the condition that the geometric vertex over each non-conforming
point is equal to the values interpolated from the nearby conform-
ing points. However, the appearance of the non-conforming vertices
complicates further geometrical or numerical computations because
of the additional constraints.
The Rivara method (A) is a formalized version of the rule ”bisect
a triangle at its longest edge,” where the method has its origin. We
will later use the algorithm to ensure the interpolation property be-
tween hierarchies. Further, this algorithm bounds all triangle angles
away from zero and therefore it guarantees numerical stability. We
also note the following close connection: after applying the Rivara
bisection method twice the same vertices as in a 4-1 split of triangles
have been introduced (compare Figure 8.3). Therefore, the Rivara
method does not differ too much from the well-used 4-1 rule, but
merely eliminates the case distinctions occurring in connection with
the conformal closure.

8.2 Triangle Hierarchy

A triangle hierarchy is a hierarchical structure of triangular elements
where each element has a reference to one parent element, to one
child, and to a sibling. The sibling is a child of the same parent and
the children shall be produced by subdivision of the parent. Elements
with no parents are called root elements, and elements with no chil-
dren are leaf elements. We assume that the geometric vertices of a
hierarchy are given in a global vertex array, and each triangle is de-
termined by three vertex indices. Vertices and elements usually have
color and material properties, or carry texture coordinates. Elements
may have references to neighbour elements.
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Similar to the situation with meshes, it is essential to maintain the
distinction between the topological, i.e. combinatorial, structure of
the hierarchy and the geometric shape. For example, when bisect-
ing a parent triangle, from the topological viewpoint we identify the
two children with subsets of the parent triangle. But in the geomet-
ric view, the additional geometric vertex introduced during bisection
(possibly as the midpoint of an edge) may deviate from its original
position on the parent edge after a further numerical process.
The main value of this distinction for interpolation different hierar-
chies is the existence of a unique relationship between each additional
geometric vertex and a topological point in the parent triangle (as
given explicitly by the level maps below).
For our interpolation property of a sequence of key hierarchies, it is
essential that each hierarchy is generated using the Rivara bisection
algorithm (A). In the implementation, we use a fixed numbering of
the three vertex indices of each of the two child triangles (consider
Figure 8.5). If the parent ∆p is determined by three indices {i, j, k}
which refer to the vertices v[i], v[j], and v[k] in the global vertex array
v, then we assume the two child triangles to reference vertices {l, k, i}
and {l, i, j} in this specific order, where v[l] is the new vertex inserted
during bisection. The specific ordering of the vertices in the children
simplifies the location of each child triangle within its parent in the
topological mesh. Additionally, the refinement edge of the children is
always opposite to the first vertex and, therefore, the information is
implicitly given by the vertex ordering. The refinement rule is then
reformulated to ’refine a leaf triangle at the edge opposite to its first
vertex’. Further, the second and third vertex refer to parent vertices
and are therefore implicitly given and do not need to be explicitly
referenced. Both observations save memory, but the latter requires
recursive calls to obtain the two vertex indices from one of its ances-
tral triangles. Only the root elements must have references to three
vertices in the global vertex array.
For smooth level-of-detail interpolation, it is important to observe
that the new geometric vertex on a refined edge can be uniquely
associated with the topological midpoint of the original edge in the
simplicial complex. Let ∆p be a parent triangle with two children, ∆1
and ∆2, generated by Rivara bisection. Let us work with barycentric
coordinates and represent each point p of a triangle by its barycentric
coordinate (b1, b2, b3) with respect to the triangle vertices {v1, v2, v3}.
Explicitly, if p = b1v1+b2v2+b3v3, we use the notation pb = (b1, b2, b3)
for its barycentric representation. Then we can describe the parent-
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FIGURE 8.5. The refinement edge used in the Rivara bisection method
can be implicitly stored to be opposite to vertex 1.

child relationship by two linear maps fi : ∆i → ∆p given by

f1 (b1, b2, b3) =

 0 1 0
1
2 0 1
1
2 0 0

 b1
b2
b3

 (8.1)

and

f2 (b1, b2, b3) =

 0 0 1
1
2 0 0
1
2 1 0

 b1
b2
b3


which relate every point in a child triangle to a point in its parent.
This relationship is only on the combinatorial level of the hierarchy
connectivity, and it does not mean that, for a geometric point p ∈ ∆i,
we have fi (p) = p.
We observe that we can now relate each triangle ∆n of the hier-
archy on level n with a subset of one of the root elements ∆1 by
a recursive application of level functions f , namely f (n−1) (∆n) :=
f ◦ ... ◦ f (∆n) ⊂ ∆1. The computational cost is reduced when us-
ing barycentric coordinates - since only division by two and addition
are used in each composition. When the composite level function
f (i) (∆n) has been computed, it is applied to the geometric (x, y, z)
coordinate representation of points. The level maps are also used in
the computation of the local texture coordinate of a triangle, which
are implicitly given via the texture coordinates of the root triangles.

Generation of Hierarchies

In practice, hierarchies are generated by two different approaches:
One starts with a high resolution data set and iteratively coarsens
the geometry to produce a hierarchy. This ’bottom up‘ approach is
successfully used by Hoppe [61], [62] in the progressive mesh concept
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to obtain a vertex-based hierarchy by successive vertex-split and edge-
collapse steps. As shown by Hoppe, different sections of one hierarchy
can be interpolated, so-called geomorphs. The handling of arbitrary
initial data sets is flexible, but this restricts the compatibility of two
hierarchies obtained from similar initial geometries and reduces the
possibility of interpolating between different hierarchies.
Generating a hierarchy ’top down‘ from a given coarse triangulation is
ideal for element based approaches. One sets the triangles of the initial
triangulation as root elements of a hierarchy, and successively refines
according to some error criteria. For example, in the numerics of a
boundary value problem for a partial differential equation one starts
with a rough approximation of the solution and then refines/coarsens
the geometry depending on a local numerical error.
Eck et al. [38] produce, from a given fine resolution mesh, a new
element-based hierarchy for usage in multiresolution analysis. Their
approach should also apply in generating hierarchies based on the
Rivara bisection method since they already solved the major task of
distributing vertices equidistantly on the surface.

8.3 Interpolating Different Hierarchies

Animation in computer graphics can be classified by image-based, see
Stekettee and Badler [114], and geometry-based methods. Geometry-
based methods split further into keyframe animations and into func-
tional (resp. algorithmic) animations. For an overview we refer to the
book [76] and its detailed bibliography.
We concentrate on the problem of interpolation between keyframe
geometries and propose (in Section 8.3) some constraints on the
geometries. The constraints guarantee a smooth interpolation with-
out the need to remesh during the interpolation process, and then
further ensure the freedom for local grid modifications separately
on each keyframe. This means that the refinement and coarsening
process can be applied to a single keyframe without disturbing the
interpolation property.
Finally, our constraints efficiently allow higher order spline interpo-
lation and interpolation in a multi-parameter family of geometries
shown in section 8.4.
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Review of Keyframe Interpolation

The keyframe technique is a common and old technique in animation.
The animator specifies, say n, key geometries Gi at certain time steps
ti, i ∈ {1, ..., n}. If there exists an interpolation method between
each two successive pairs Gi and Gi+1, then a smooth animation is
obtained by generating the geometry at time t ∈ [ti, ti+1] on the fly
by interpolating between key geometries Gi and Gi+1.
Any geometry mesh can be used in a keyframe animation if there
exists an interpolation method, see Burtnyk and Wein [23], [24] for
general shape interpolation techniques. In the simplest case, all key
geometries have the same combinatorial mesh and differ only in their
vertices. In this case the interpolation object at time t uses the same
topological mesh and has vertices vj(t) ∈ R3, j ∈ {1, ...,m}. They
are given by linear combinations

vj(t) = (1− t)vij + tvi+1j (8.2)

where vij is the j-th vertex of Gi. Here, one can include more key
geometries in the interpolation scheme and use polynomial interpo-
lation of higher order in t.
In many applications the animated geometry varies heavily in time,
and one would like to make local adaptions of the mesh on each
keyframe geometry based on some local error criteria. But this spoils
the simple interpolation technique above.
In [98], Polthier and Rumpf require at each time step ti two topo-
logical meshes whose geometric realizations are of the same geomet-
ric shape. One connectivity is used to interpolate with the previous
keyframe, and the other connectivity for interpolation with the next
keyframe. In effect, they associate one connectivity per time interval
[ti, ti+1], and require two geometric realizations at each time step.
Besides the additional storage requirement of two geometric realiza-
tions, this approach does not allow further modifications of keyframes
since both geometric realizations must be modified in the identical
way.

Interpolation Constraints for Hierarchies

We now specify constraints on the key hierarchies that, firstly, guar-
antee a smooth interpolation without the need to remesh during the
interpolation process, and, secondly, ensure the freedom for local grid
modifications separately on each keyframe.

Condition 178 (B) A family of triangle hierarchies F must fulfill:
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FIGURE 8.6. Drawback of the red-green subdivision method. If the green
elements of a 4− 1 split in H1 and H2 overlap then not only the union but
further subdivision is required during interpolation. This additional depth
is avoided in our method.

1. The simplicial complex of the root triangles of each hierarchy is
the same for all hierarchies in F , i.e. for each pair of hierarchies
G,H ∈ F there exists a bijective simplicial map φGH between
the set of root triangles.

2. Each root triangle has a refinement edge, and the simplicial map
φGH maps each refinement edge to a refinement edge, i.e. the
root triangles of all hierarchies are marked in the same way.

3. Each hierarchy is refined using the Rivara Algorithm (A).

The root triangles can be interpreted as charts of each hierarchy, and
condition 1. requires a bijective correspondence between the charts of
different hierarchies. Conditions 2. and 3. ensure that hierarchies are
automatically refined in a synchronized way without further restrict-
ing the refinement process in each hierarchy. Each hierarchy can be
refined according to its own error criteria without a posteriori syn-
chronization with the other key hierarchies. Once one has agreed to
use the Rivara bisection method, it only remains to ensure properties
1. and 2. for the family F in an initial synchronization step.
The Rivara bisection algorithm depends only on the initial choice
of the refinement edges in the root elements. The subsequent posi-
tion of the refinement edge in each child and further descendants is
predetermined by the algorithm. Therefore we have

Theorem 179 If two hierarchies G and H fulfill the interpolation
constraints (B) then both of their topological simplicial complexes are
a subcomplex of the same infinite complex obtained by infinitely re-
fining the simplicial complex of the root triangles, see Figure 8.7.

Of course, the geometric representations of G and H are usually not
identical since their geometric vertices differ.
In scientific computing a close connection between numerical com-
putations and visualization is desirable. Since the Rivara method is
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FIGURE 8.7. Two hierarchies fulfilling the interpolation constraints (B)
are subsets of the same infinite hierarchy. The interpolation hierarchy H is
the union of H1 and H2.

a suitable tool in both fields, hierarchies generated with the Rivara
bisection method allow smooth transition of data between numerical
and visualization methods.

Interpolating between Hierarchies

We prove the interpolation property between hierarchies fulfilling the
interpolation constraints (B) in a general form which, includes stan-
dard keyframe animation with a time parameter t described in Section
8.3. Additionally, it covers higher order spline interpolation and in-
terpolation in a multi-parameter family of hierarchies which we will
apply in Section 8.4.

Theorem 180 Let F = {H1,H2, ..} be a family of hierarchies which
fulfill the interpolation constraints (B) and let b = {b1, b2, ..}, bi ∈ R,
be a set of weights. Then there exists an interpolated hierarchy

H(b) =
X
i

biHi (8.3)

which depends smoothly on b, and its underlying simplicial hierarchy
is the union of the simplicial hierarchies of each Hi. Further, the
interpolated hierarchy H depends smoothly on b and fulfills the same
interpolation constraints as the elements of F .

Proof: For the proof we restrict ourselves to two hierarchies H1 and
H2 and show how to interpolate between both. First we recall the
existence of a bijective simplicial map φ between the two simplicial
complexes formed by the root elements. Since φ extends to a bijective
map between the refinement edges of the root triangles, the Rivara
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algorithm ensures that the different simplicial hierarchical complexes
of H1 and H2 are subcomplexes of a theoretically infinite hierarchy
which is obtained by infinitely refining the simplicial complex of the
root triangles, see Theorem 179 and Figure 8.7.
It follows that interpolation between the common hierarchical sub-
complex C of H1 and H2 can be done by simply interpolating corre-
sponding geometric vertices.
Now assume H1 is locally more refined than H2. Then there exists a
situation, as shown in Figure 8.8, where a topological leaf triangle T
of the common subhierarchy C is a leaf triangle of the complex of H2
but not a leaf triangle of H1 (since H1 is more refined). Of course, T
has different geometric realizations in H1 and H2.

T∈ H 1 T∈H T∈ H 2

v2

v1

L

FIGURE 8.8. The central step when interpolating between two hierarchies.

All children and further descendants of T in H1 are associated with
a unique position in T via the level maps defined in Equation 8.1.
The topological subtree generated by T in H1 can be projected via
the level maps onto T and then associated with geometric positions
of T in H2. Here we make essential use of the distinction between
topological and geometric realizations. The level maps operate on
the topological realization and give for each geometric vertex v1 in a
leaf triangle L in H1 the topological, i.e. barycentric, position b2 in T .
From the barycentric coordinates b2, with respect to the vertices of
T in H2, one can immediately compute the geometric position v2.¤
For the practical interpolation between a geometric leaf triangle L of
H1 and the corresponding subset of the geometric realization of T in
H2, we need to compute the barycentric coordinates of each vertex
of L with respect to T . Let v1 be one vertex of L with barycentric
coordinates b1 in L. Then we compose a level map f for the transition
of L to T and use f to compute the barycentric coordinates b2 of v1
with respect to T :

b2 = f(b1).
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By weighting the three vertices of the geometric realization of the
triangle T in H2 with b2, we obtain the geometric position of v2. Now
we can interpolate between v1 ∈ H1 and v2 ∈ H2

v(t) = (1− t) v1 + tv2.
Applying the same procedure to the other two vertices of L gives the
interpolation for L.
It is remarkable that the interpolation hierarchy is not more refined
than the union of its keyframe hierarchies.
The interpolation hierarchy fulfills the same interpolation constraints
as the keyframes. This is relevant in the following section for higher
order interpolation and for further numerical or graphical processing,
e.g. the interpolation hierarchy can immediately be used as a new
keyframe. Additionally, each subhierarchy of a hierarchy in F fulfills
the interpolation constraints (B) as soon as its leaf triangles form a
conforming triangulation. This allows for smooth level-of-detail tran-
sitions within a single hierarchy and, by Theorem 180, between dif-
ferent levels-of-detail of different hierarchies of F .

8.4 Applications

Higher Order Spline Interpolation

The interpolation property of Theorem 180 immediately allows higher
order interpolation in a keyframe animation. Let Hi,..,Hi+n be n+1
successive keyframe hierarchies fulfilling the interpolation constraints
(B), then

H(t) =
nX
i=0

Bi,n(t)Hi

is a polynomial hierarchy interpolant of degree n where Bi,n(t) are
the Bernstein polynomials.
The computation of the interpolation hierarchy follows the same lines
explained in the linear case. First, the union of all n+ 1 hierarchies
is generated, which will be the hierarchical combinatorics of H(t).
The combinatorics of H(t) will not change as long as the same set
of hierarchies Hi is used as control points. The second step is the
interpolation step where each vertex v of H(t) is located within the
hierarchies Hi. If the vertex does not exist in one of the Hi, for
example, if Hi is too coarse in the corresponding region, then a rep-
resentative in one of the leaf triangles of Hi is located. Finally, the
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position of v is computed by a weighted sum of the vi

v(t) =
nX
i=0

Bi,n(t)vi.

Multi-Parameter Families of Hierarchies

The idea of smooth interpolation in a set of hierarchies can be pursued
to the interpolation in a two- or multi-parameter family of hierarchies
(as shown in Figure 8.12). The vertices of the discretized parameter
domain, a square with four triangles and five vertices, represent five
keyframe hierarchies at different resolutions and are shown in the
lower part: an icosahedron, a bone, a cushion, a star, and a sphere
in the midpoint of the domain. Each vertex of the domain represents
a key hierarchy, and the set of keyframe hierarchies fulfills the in-
terpolation property (B). This allows a barycentric interpolation in
each domain triangle between the three key hierarchies at the ver-
tices of each triangle. Let H1, H2, and H3 denote the key hierarchies
at the vertices of a domain triangle, and let b = (b1, b2, b3) be the
barycentric coordinate of the point in the domain triangle. Then the
interpolation hierarchy is given by

H(b) = b1H1 + b2H2 + b3H3. (8.5)

Similar to the 1-dimensional case, with time parameter t, the combi-
natorial structure of the interpolation hierarchy H(b) is the topolog-
ical union of all its three key hierarchies.
Multiparameter families of hierarchies occur frequently in geometrical
and numerical problems depending on more than one parameter. But
even when studying one-parameter families, the inclusion of a view-
dependent rendering may be considered to be a 2−parameter family.
For numerical purposes the interpretation of the parameter domain of
a, say, two-parameter family as a triangulation has significant further
implications. Similar to the approximation of a smooth surface by a
triangulation, the triangulated domain may approximate a smooth
family of surfaces. One may use an adaptive refinement of the pa-
rameter domain, i.e. an automatic process which inserts a new key
hierarchy in the domain, if the interpolation hierarchy does not satisfy
a given error threshold.

View-Dependent Rendering

The hierarchical data structure are effectively used to render a camera
flight through a scene while continuously adjusting the resolution
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of the displayed geometries. For simplicity, assume there is a single
geometry which is given as a static triangle-based hierarchy satisfying
condition A, although the geometry might also change in time in
which case it must be given as a set of keyframe hierarchies satisfies
the interpolation constraints B.

FIGURE 8.9. Left and right image show view-dependent representations
of a sphere depending on the indicated camera position. The middle image
shows the sphere at an intermediate time. Its rendered mesh has been
obtained by interpolating the two view-dependent meshes of the adjacent
keyframes, thereby avoiding a new view-dependence computation.

FIGURE 8.10. View-dependent representation of a geometry extracted on
the fly from a hierarchical representation. Left image shows the coarse
resolution on the invisible back side of the model as seen on the right.

Let t be the time in an interactive fly-through or of an animation
of the geometry. We perform the view-dependent extraction of the
geometry only at certain discrete timesteps {t1, t2, ...} of the time
interval which are (by a factor of, say 5) less than the number of
actual shown frames. A frame generated at time t, where t lies in
an open interval (ti, ti+1) between two timesteps, renders the geom-
etry obtained by interpolating the view-dependent keyframe sections
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at times ti and ti+1. Theorem 180 ensures that the interpolation is
continuous over the whole time line since the view-dependent extrac-
tion of a subhierarchy at each timestep is the same as a coarsening
step of the hierarchy. Such local modifications on a single key hier-
archy are allowed by the assumption of the theorem. They do not
spoil the original interpolation property. In practice, the proportion
of the number of frames to the number of timesteps is between 5 and
10, and it depends on the amount of camera movement. Figure 8.9
gives a good impression for timesteps further apart. Nevertheless, the
interpolation property holds for each choice.
In view-dependent computations, at each frame each vertex or tri-
angle of the hierarchy is assigned a level of detail error. If this level
of detail error depends continuously on the position of the camera
and the geometry then it is possible to generate a section which is
continuous in time.

FIGURE 8.11. Interpolation between view-dependent keyframe represen-
tations H(t1) and H(t2) at times t1 resp. t2 of an animated scene. Since the
view-dependence computation has been performed on the keyframe repre-
sentations, the interpolated representation H(t) can be rendered directly.
This approach avoids the view-dependence computations at every frame.

It is important to note that computing the interpolation between the
two hierarchy levels above and below the current view-dependence
threshold can be avoided in our method. This leads to a further essen-
tial speed-up for the view-dependence computation. In our method we
accelerated the view-dependence computation of the keyframe sub-
hierarchies by using the floating point view threshold as a boolean
value: if the threshold is between the error values of two levels then
we simply take the upper level and do not interpolate between the
upper and next lower level. Such interpolation is the basis in the con-
tinuous level of detail concept but can be avoid here. Therefore, we
do not employ the continuity feature with respect to the level of de-
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tail in the hierarchy when generating a view-dependent keyframe. In
fact, this introduces a minor error term, but it leads to a significant
acceleration of the view-dependent extractions since no interpolation
between level of details must be computed, triangles are just assigned
a visibility flag.

FIGURE 8.12. Interpolation between a two-dimensional set of keyframe
hierarchies. The vertices of the parameter domain represent the four hier-
archies on the bottom right and a sphere at the midpoint. All hierarchies
have a different combinatorics, but fulfill the interpolation constraints (A)
and (B). This allows for a continuous interpolation when varying the posi-
tion in the parameter domain.
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