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Abstract

We propose a nonequilibrium sampling method for computing free energy profiles along a given reaction coor-
dinate. The method consists of two parts: a controlled Langevin sampler that generates nonequilibrium bridge paths
conditioned by the reaction coordinate, and Jarzynski’s formula for reweighting the paths. Our derivation of the equa-
tions of motion of the sampler is based on stochastic perturbation of a controlled dissipative Hamiltonian system,
for which we prove Jarzynski’s identity as a special case of the Feynman-Kac formula. We illustrate our method by
means of a suitable numerical example and briefly discuss issues of optimally choosing the control protocol for the
reaction coordinate.
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1. Introduction

Given a system assuming states x € X with the energy H(x), the total free energy can be defined as [1]

F=-p'lnz, Z= f exp(—BH(x))dx,
e

where § > 0 denotes the system’s inverse temperature. Jarzynski’s equality [2, 3] relates the free energy difference

between two equilibrium states of a system given by an unperturbed energy function H = Hy and its perturbation H;
with the work W done on the system under the perturbation: Suppose we set Hy = (1 —¢)Hy +£&H; with € € [0, 1], and
assume we set a protocol that describes how the system evolves from & = 0 to & = 1 (see [4, 5]). If, initially, the states
x € X are distributed according to the equilibrium distribution exp(—8H,) then, by the second law of thermodynamics,
it follows that EW > AF where W is the total work done on the system and E denotes the average over all possible
realizations of the transition from Hy to Hy; equality is attained if the transition is infinitely slow (i.e., adiabatically).
Jarzynski’s equality now asserts that
AF = ' InE[exp(-8W)] .
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Although controversial, Jarzynski’s equality can be unambiguously derived when the underlying dynamics are diffu-
sive, in which case the identity turns out to be an instance of the Feynman-Kac formula; for a critical discussion of
possible issues and different notions of free energy see, e.g., [6, 7] and the references therein. Here, we wish to point
out that, in this context, one must be careful when relating and applying Jarzynski’s equality to pulling experiments
(either in computer simulations or single-molecule pulling experiments,) since it tacitly assumes that the initial values
are randomly distributed according to the Boltzmann distribution exp(—SH)), which is typically not available.

In this paper we address the problem of computing conditional free energy profiles along a reaction coordinate for
the unperturbed system, rather than total free energy differences between perturbed and unperturbed system. That is,
for a given function of the coordinates (typically some of the configurations), ¢(x), we consider the quantity

F@© ="z, Z¢) = fx exp(—BH(x))6(¢(x) — &) dx .

As sampling the Boltzmann distribution is prohibitively expensive, conditional free energy profiles are often computed
by thermodynamic integration [8]. Thermodynamic integration exploits the fact that the derivative of F can be recast
as a conditional average over a generalized force f (see Section 2.1),

F’(§)=—,3_'Z(L§) fx J(x) exp(=BH(x))6(¢(x) — &) dx,

which is why the free energy is also termed potential of mean force. In comparison to the full Boltzmann distribution,
the conditional distributions are relatively cheap to evaluate, for the reaction coordinate is typically the “slowest”
variable in the system (see Figure 1 below). In practical terms this means that one has to discretize the reaction
coordinate and sample each of the grid points. The free energy profile is then reconstructed by integration,

F(é) - F(0) = KF'(K)d§-
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Figure 1: Sampling the free energy is slowed down by large energy barriers in the direction of the reaction coordinate.

Here we adopt a different strategy: rather than constraining the reaction coordinate to the grid points we let it
vary continuously. More specifically, we design a sampling scheme that allows for arbitrarily controlling & and prove
a Jarzynski equality for the exponential reweighting of the trajectories. When the reactions coordinate is moved
adiabatically, i.e., infinitely slowly, the method converges to thermodynamic integration (or a continuous variant
thereof). Our approach is based on degenerate diffusions of Langevin type and is similar to the method proposed in
[9] for non-degenerate diffusions (overdamped Langevin); in the overdamped limit our method reduces to the method
in [9]. Although beyond the scope of this article, an obvious extension of the sampling scheme would involve its
reformulation as an optimal control problem so as to obtain estimators that have, e.g., minimum variance or optimal
rates of convergence. We briefly discuss these issues at the end of the article.
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The paper is organized as follows. In Section 2, we state the equations of motion of the stochastic Langevin
sampler and prove the analogue of Jarzynski’s equality by means of Feynman-Kac formula. Section 3 contains the
numerical example: a 4-dimensional system with slow and fast coordinates. We conclude with an outlook for further
improvement in Section 4.

2. Controlled Langevin dynamics

Let H: X > R, X C R?" be the Hamiltonian
1
H(xi,x) = §|)62|2 + V(x1). (1)

where here and in the following we shall use the shorthand x = (x;, xp) with x; = (x}, ..., x!). The function V is
assumed to be smooth, bounded below and to satisfy the usual growth conditions at infinity. We consider dynamics of
Langevin type, viz.,

dX(H) = (J — D)VH(X(0)dt + SAW(t), X(0) = x 2)

with the constant coeflicient matrices

() 2 52

Suppose we are given a smooth reaction coordinate ¢(x) := ¢(x;) with [V¢| # 0 almost everywhere.! We want to
perturb the Langevin dynamics (2) systematically by adding a force acting along the reaction coordinate. To this end,
we adopt ideas from [10] and introduce the projected Hamiltonian

H(x) = H(x;, P(x1)x2) . (3)
with
VoVl
= I —_
Vol

It can be readily checked that P> = P and P = PT, hence P is the orthogonal projection onto the codimension-1 kernel
of V¢. The thus defined Hamiltonian has the property that, when substituted into (2), it makes ¢ a conserved quantity
under the dynamics, i.e., dp(X;(¢)) = 0. We can go one step further and add a control force that allows for controlling
the value of ¢ arbitrarily. This yields a Langevin equation of the form

dX(t) = (J = D)VH(X(1)) + u(f)B(X(1)))dt + SAW(t), X(0) = x @)
with the control u: R* — R and the vector field B: X — R?" given by

Blx) = ( VHCDIITIP )

Lemma 2.1. The solutions of (4) satisfy dp(X,(t)) = u(t) dt.
Proof. The position component X;(¢) = (X11 ®, ..., X{(®) in (4) reads

dX,(t) = (P(X1(0)Xa(t) + u()BX(1))) dt . &)
Thus, Ito’s formula for the derivative of ¢(X;(¢)) is just standard chain rule. Using (5),
d
7‘? = V(X1 (1) (P11 X (1) + u(t) V(X1 (1)/IVp(X1 (1))
= Vo (X1 ()" PG (1) Xa(1) + u(2),
where the first term vanishes by definition of P. O

'We shall use the notation V¢ to denote the n-dimensional gradient of ¢ with respect to the argument x1, but also the gradient in R?", i.e., the
derivative with respect to all the coordinates (xy, x2). The meaning should be clear from the context.
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Fokker-Planck equation and stationary distribution. The backward-Kolmogorov generator of the Langevin dy-
namics (4) reads

L= %SST :V?2+(J=D)VH(X) -V + u(f)B(x) - V, 6)

where x-y = xyand A : B = tr(A” B) denote the usual inner products between vectors and matrices. In the absence of
forcing, u = 0, and if 2D = 8S ST, the unconditioned Boltzmann distribution p o exp(—3H) is a stationary distribution
and solves L*p = 0 where L* is the formal adjoint in L*(dx).

The space L?(dx) is somewhat unnatural, however, for the force-free Langevin dynamics has ¢ as an integral.
Hence the dynamics never leave the level set ¢~'(-) x R” from which they have started. Instead, it appears natural
to define all quantities with respect to the invariant volume element of the corresponding deterministic Hamiltonian
system (i.e., for D, S = 0) given by the family of measures

dAg(x) = 6(p(x1) — &) dx.

If we define Lz(d/lf) to be the Hilbert space that is equipped with the scalar product

(f. 9)e = f fodle.
¢~ 1 (OXR"

then the following statement holds.
Lemma 2.2. For u = 0, the formal adjoint in Lz(d/lg) has the form

1 _ .
L= ESST :V2—(J-D)\VH(X)-V+D:V*H. (7
Proof. Setting u = 0 in (6), we have to show that (Lf, g)¢ = (f, L*g)¢ with the operator L™ as given above (we omit all
discussions concerning boundary conditions.) It is clear that the first term in (7) is the adjoint of the first term in (6).
It remains

f g(J - D)VH(x)-Vfdas
¢~ (©OXR"

_ f £V -{(J = DYVA®g 8((x1) - 6) dx
¢~ (EXR"

- f U= D)VH) - Vg = (D : VA 6(¢(x1) - £) dx,
¢ (E)xRr
where, in the second equality, we have used the fact that all terms involving V¢ vanish since ¢ is a conserved quantity
and so the vector field (J — D)VH is perpendicular to V¢ (here understood as a gradient in R>"). U
The next lemma is a straight consequence.

Corollary 2.3. The family of probability measures

_ exp(-BH) o f o
d,ug = —Z(g) d/lf s Z({:) = exp( ,BH) d/lg

is invariant under the zero-force Langevin dynamics (i.e., for u = 0).

Proof. Let f € C*'(¢7(¢) x R",R*) be the solution of the Cauchy problem

0
Ef(x, n=Lf(x,0), f(x,0)=¢gx).
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By definition, u, is an invariant measure if

f fCx 1) dpe(x) = f f(x,0) dpe(x) .

If f solves the Cauchy problem above, it is sufficient to show

fod,use =0.

fwwﬁINNM%mM@

By Lemma 2.2, it follows that

where the right integral vanishes since L* exp(—8H) = 0if 2D = S ST. 0

2.1. Free energy and Jarzynski’s equality
We introduce the conditional free energy as the function

F&=-"InZ¢), Zé = f exp(=BH(x))6(¢(x) — &) dx, ®)

where the integration is over a suitable subspace of ¢~!(£) x R" so that the integral exists (note that because of the
projection, the kinetic energy part of H has one flat direction). A more familiar expression is obtained upon integrating
out the momenta which leads to the following result.

Lemma 2.4. Up to additive constants, F equals the standard free energy
F&)=-B"InZ&), Z¢) = feXp(—ﬁV(X1))6(¢(X1) —-&dx; . )

Proof. We may set 8 = 1 without loss of generality. Now let Q(x;) € R™"~D with QT Q = I be a family of orthogonal
matrices whose columns span the admissible momentum subspace. We introduce the new momenta ¢ = Q7 x, and
p = n" x, where n = V¢/|V¢| denotes the outer unit normal to ¢~ (£). Now I = QQ” +nn” which entails x, = Qg +np.
Doing a change of variables in the expression for the partition function Z and integrating only over the admissible
momenta x, = Qg yields

Z@=fwmﬂm@wmm—am@
1
=‘fem{—zmz—vuo)&¢uo—§nmﬂm

=C f exp(=V(x))d($(x1) = &) dx, ,

which completes the proof. O

Differentiating the free energy (8) it follows upon integration by parts and using the formal identity (which can be
made precise using the co-area formula [11])

0 -
ZE&¢—§)=—Ww2V¢~V&¢—§L
that the derivative of the free energy can be expressed as a conditional expectation with respect to the invariant measure
of the process, namely,
VV.V¢
IVol*

ﬁ@:j}@@ f=

—ﬁlV'(V¢),

Vo
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where, again, the momentum integration must be suitably restricted. Consequently, we may sample the derivative of
F (or, equivalently, F) by computing the conditional expectations for various values of &, from which the free energy
profile can be eventually recovered by integration, viz.,

F(é) - F(0) = f;ﬁ'({)d{-

The idea of the forced Langevin equation is to let £ = £(¢) vary with rate u(f) and compute the free energy as a suitably
weighted nonequilibrium average of the exerted work. We will need the following identity that again is an instance of
the co-area formula (cf. [9]).

Corollary 2.5. For a suitable test function ¢ € C®(¢~'(¢) x R") we have

0 ~ Vo -V¢ -
5 f o exp(—BH) d.e = f (W —sto) exp(—BH) di

with the convention V¢ € R*" (and the x,-component being zero).
Now comes our main result.

Theorem 2.6. Let ¢(X (1)) = &(¢) vary with rate &'(t) = u(t) and let the random variable

W(r) = fo JX®)u(n) dr, (10)

denote the nonequilibrium work exerted by the forcing. Assume furthermore that at t = 0, X is distributed according
to

X(t=0 xp () 5(¢p — £(0
(=0) ~ pgo) = W (¢ — £(0)).
Then
exp(—BAF) = E[exp(-BW(1))], AF = F(&(7)) — F(£(0)). (11)

Proof. Letw € C>'(¢7 (&) x R",R*) N C®!(R?*,R*) solve the backward equation

0
5 WD = Bfu) - Lwx.0),  wx,1) = ¢(x)

which, by the Feynman-Kac formula [12], is of the form

w(x, 1) = Ey [¢(X(T))eXP(—ﬁ f f (X(S))M(S)dS)}.

Here E, is understood as the expectation of the argument over all Brownian paths conditioned on X(¢) = x. It follows
from Corollary 2.5 that

d .
" f w(x, 1) exp(=BH) d A

Vw - V¢
IVol*

= f ((ﬁfu(t) ~Lyw+ §’(t)( -8 fw)) exp(—BH) dAs

Vw -V -
= f(—Lw + u(t) Iv;qﬁlz(p) exp(—BH) d Az
= f(—Lw +u(®)B - Vw) exp(—ﬁl:l)é(d) — &) dx

__ f (Luow) exp(-BENS(S - £(1)) dx,
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Figure 2: Left Panel: Contour lines of the potential V(g,y), with € = 0.1, -2 = 200. Superimposed a sample trajectory of the

Langevin dynamics, with Oy = —1.2, 8 = 0.5 and integrated numerically using an Euler-Maruyama method, with 2 = 0.000125
and a total number of integration steps N ~ 1.3x10°. Right Panel: Normal frequency a(q; 6), with 57> = 200.

where the last integral is zero by Lemma 2.2. It follows that

f w(x, ) exp(—BH) dAgr = f w(x,0) exp(—BH) d ) ,
which, using w(x, ) = ¢(x), the Feynman-Kac formula and the definition of the work W, implies
f @ exp(—BH) dAgq) = f E, [p(X(1)) exp (-BW(7))] exp(-BH) d ¢

= Z(£0) E [p(X (1) exp (-BW(7))] .

The last equality follows since we have assumed that initially the dynamics are distributed according to pz (). Finally,
setting ¢ = 1 and exploiting that

Z(¢(1) = p ~
= =exp(-BAF), Z(¢) = fexp(—ﬁH) dig,
2(£0)) ‘
yields Jarzynski’s equality (11) for AF. But AF = AF by Lemma 2.4, thus proving the assertion. O

3. Numerical illustration

As a test example we consider the stiff potential
1 1
V(x) = 5(¢° = 1)* + =5 (a(q:6)’y*, €€ (0.1]
2 2e
with x; = (g,y) € R? and the normal frequency
— an\2
a(q:6) = 1 +5exp[(%) } . q=08.

Setting ¢(x;) = g and abbreviating the conjugate momenta as x, = (p,r), the projected Hamiltonian assumes the
simple expression

8 1
H(x) = Erz +V(q,y), x=(qy,p7).
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In Figure 2 we have plotted the level curves of the potential, superimposed with a sample trajectory of the (non-
constrained) Langevin dynamics. One can observe that trajectories move along the g coordinate while remaining
close to y = 0 if € < 1. The free energy along the (slow) g coordinate (remember that here & = ¢g) can be computed
explicitly, namely,

1
F) =5 -1+ Inao).

For values of ¢ <« g9 where a(q; 6) ~ 1, the g and y dynamics are almost decoupled, whereas for values of ¢ = g, the
normal frequency grows creating an entropic barrier proportional to the temperature 8~'. The problem then becomes
numerically stiff and one must take sufficiently small time steps so as to resolve the fast y-dynamics, while transitions
between the two minima, located at ¢ ® —1 and g = 1, are rare.

In order to compute the free energy profile by means of nonequilibrium trajectories, we integrate numerically the
forced Langevin dynamics with a simple Euler-Maruyama scheme

Xn+1 = h(J - D)VI:I(XVL) + hBun + \/]Tlsgn-%—l > §n ~ N(O’ 1)

where B = (1,0,0,0)" and u, = u(nh); here h > 0 denotes the integration time step. At this point one could think
of using a more sophisticated numerical integrator (higher order, symplectic integrator, etc.) but since we are dealing
with a relatively simple system, we have simply chosen the time step % sufficiently small such that the Euler scheme is
stable in the fast direction (in this example the y-coordinate.) In this case, Euler-Maruyama is a first order numerical
scheme (in a weak sense) [13] which will estimate the desired distributions in a sufficiently accurate way.

We have chosen parameters D = diag(0,0, 10,10) and S = +/23-!D. Then, given a protocol &(¢) = u(t), we
simulate M independent trajectories with initial values (Qy, Py) = (£(0),0) fixed and (Yy,R9) = (y,r) distributed
according to g (),

y ~N(©O,87 ' (e/alq; 6))*), r~NO,7T).

The expectation in (11) is computed with the estimator

M
AF?& = —ﬂil In % Z exp(—,BVAV;f(T)) ’ (12)
k=1

that converges to AF as h — 0 and M — co. Here W" denotes the discrete approximation to the work integral (10)
that is obtained by, e.g., a trapezoidal rule,
N@)-1

ov

R h ov
h [ —— —
U4 (T) = Q,MN(T) aq

g

, (up=0)

Xin

_ Uy
Xine) n=1

where N(7) is given by the terminal condition 7 = Nh. The free energy profile is then computed as follows: We
notice in (11) that the final time 7 can be any deterministic time. If we set, without loss of generality, the value of the
free energy at the starting point Qy, F(Qp) = 0, we can set sampling windows along the trajectory from ¢ = 0O to the
terminal time # = 7 and compute the accumulated work up to time 7. The free energy F (&) = AF at the point & = Oy
is then simply estimated using (12). In Figure 3 we show numerical results for the estimation of the free energy for
different values of 5. We have chosen Qyp = —1.2 and u, = 1.2w sin(wnh), with oNh = 7, so that the terminal point
of the integration is Oy = 1.2. As we see, the estimated free energy reproduces the exact profile rather accurately,
including the entropic barrier at g = 0.8.

4. Outlook and conclusions

We have introduced a nonequilibrium sampling method for computing free energy profiles using controlled (de-
generate) diffusions. Specifically, we have proved Jarzinsky’s equality for a certain class of controlled Langevin
processes using the Feynman-Kac formula and illustrated the method by means of a numerical example.
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Figure 3: Left Panel. Sample trajectory of the forced Langevin dynamics, with 8 = 1, € = 0.1, w = 0.2. Superimposed are the
contour lines of the potential V(g,y). Right Panel. Solid lines: Exact free energy F(g) for different values of 5. Markers: Free
energy estimates computed by means of nonequilibrium trajectories and equation (11). w = 0.2, & = 0.000125, 7 ~ 15.7 for a total
number of integration steps N = 126 500, M = 5000 independent trajectories.

An obvious question now is how the performance of the Langevin sampler can be improved by changing the pro-
tocol. For our choice of a sinusoidal control function, we have tried various parameters (i.e., different values of w), as
well as different protocols (i.e., not sinusoidal) without showing much effect in the estimate of the free energy or the
sample variance of said estimate. Even given the simple example, one would expect that better results are obtained if
the reaction coordinate moves slowly, so that the remaining variables can equilibrate adiabatically. We have performed
different numerical experiments (not shown here) in which we have varied not only the “shape” of the protocol, but
also the “speed” at which the protocol pulls the slow g-coordinate toward its final state. These experiments, however,
do not show a convincing improvement or worsening of the estimation of the free energy.

Clearly, the quality of the estimation can always be improved by adding more samples, but this strategy could
be an expensive one. For the estimate of the expected value of the exponential work in (12), one should expect a
improvement in the Monte Carlo error as O(1/ VM) where M is the number of independent realizations of the process,
while the error in the numerical integration should decrease as O(h) where £ is the numerical time step in the Euler-
Maruyama scheme. However, it follows from Jensen’s inequality that the finite sample estimator (12) overestimates
the correct free energy. Hence one may seek instead to design a control law that minimizes the expectation subject
to fixed terminal condition at t = T when &(7) reaches its predetermined value. Problems of this kind are known as
risk-sensitive control problems (see [14]). For our purpose, a reasonable optimal control task would be to maximize
the exponential work functional over a suitable space U of admissible controls, viz.,

17 (u; x,7) = max E, [exp (—% fT F(X7(s)u(s) ds)}
uelU o 0

subject to
dX°(t) = ((J — D)VH(X7 (1)) + u(t)B(X7 (£)))dt + SAW(£), X7(0) = x

with the non-zero block of S being oI and 2D = o>I. The work functional has the advantage of involving all its
moments, in other words, it also controls the variance of the estimator (see [15]). Here o > 0 is a small parameter that
controls the temperature of the system (there is no need for a nonequilibrium method at high temperature as the free
energy can easily be computed by a histogram). One can then show, exploiting a result from [16], that 17 ~ exp(V/o)
asymptotically as o — 0 where V is the value function of a certain differential game.

Of course, the optimal steering protocol strategy does not come for free, and users often will decide to increase
the sample size rather than solving a complicated nonlinear optimal control problem. However, we believe that
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experimenting with simple systems may give insight into good control strategies in more general cases, and even for
single-molecule experiments (cf. [4]).

Acknowledgements

This work is supported by the DFG Research Center MATHEON ‘“Mathematics for Key Technologies” in Berlin.

References

[1] L.D. Landau, E. M. Lifshitz, Statistical Physics, Part 1. Course of Theoretical Physics, Vol. 5, Butterworth-Heinemann, Oxford, 1996.
[2] C.Jarzynski, Nonequilibrium equality for free energy differences, Phys. Rev. Lett. 78 (1996) 2690-2693.
[3] C.Jarzynski, Equilibrium free energy differences from nonequilibrium measurements: A master-equation approach, Phys. Rev. E 56 (1997)
5018-5035.
[4] G. Hummer, A. Szabo, Free energy reconstruction from nonequilibrium single-molecule pulling experiments, PNAS 98 (2001) 3658-3661.
[5] S. Park, K. Schulten, Calculating potentials of mean force from steered molecular dynamics simulations., J. Chem. Phys 120 (2004) 5946—
5961.
[6] E. Cohen, D. Mauzerall, A note on the Jarzynski equality, J. Stat. Mech.:Theor. Exp. P07006.
[7]1 E.Zimanyi, R. Silbey, The work-Hamiltonian connection and the usefulness of the Jarzynski equality for free energy calculations, J. Chem.
Phys 130 (171102).
[8] J. Kirkwood, Statistical mechanics of fluid mixtures, J. Chem. Phys 3 (1935) 300-313.
[9] T. Lelievre, M. Rousset, G. Stoltz, Computation of free energy differences through nonequilibrium stochastic dynamics: The reaction coor-
dinate case, J. Comput. Phys. 222 (2007) 624—-643.
[10] O. Gonzalez, J. Maddocks, R. Pego, Multi-multiplier ambient-space formulations of constrained dynamical systems, with an application to
elastodynamics, Arch. Rational Mech. Anal. 157 (2001) 285-323.
[11] H. Federer, Geometric Measure Theory, Springer, Berlin, 1969.
[12] B. @ ksendal, Stochastic Differential Equations. An Introduction with Applications, 5th Edition, Springer, 2003.
[13] P. Kloeden, E. Platen, Numerical Solution of Stochastic Differential Equations, Springer, Berlin, 1992.
[14] P. Whittle, Risk-sensitive Optimal Control, Wiley, New York, 1990.
[15] T. Bielecki, S. Pliska, Risk sensitive asset management with transaction costs, Finance Stoch. 4 (2000) 1-33.
[16] P. Whittle, Risk-sensitivity, large deviations and stochastic control, Eur. J. Oper. Res. 73 (1994) 295-303.



