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Abstract. Let T : C(S) → C(S) be a bounded linear operator. We
present a necessary and sufficient condition for the so-called Daugavet
equation

‖Id+ T‖ = 1 + ‖T‖

to hold, and we apply it to weakly compact operators and to operators
factoring through c0. Thus we obtain very simple proofs of results by
Foiaş, Singer, Pe lczyński, Holub and others.

If E is a real Banach space, let us say that an operator T : E → E satisfies
the Daugavet equation if

‖Id+ T‖ = 1 + ‖T‖.

Daugavet [5] proved that every compact operator T : C[0, 1] → C[0, 1] sat-
isfies this equation, and Foiaş and Singer [7] extended his result to weakly
compact operators. Later, these theorems were rediscovered by Kamowitz
[11] and Holub [9]. Pe lczyński observed that the Foiaş-Singer argument can
be used to prove the Daugavet equation for weakly compact operators on
a C(S)-space provided S has no isolated points, cf. [7, p. 446]. (This re-
striction on S is easily seen to be necessary.) Holub also showed, with no
assumption on T , that T or −T fulfills the Daugavet equation for which
Abramovich [1] gave another proof valid for general S rather than the unit
interval. Yet another argument was suggested in [8, p. 343]. Dually, a num-
ber of authors have investigated the Daugavet equation for operators on an
L1-space; for more precise references we refer to [2] and [12]. In the latter
paper Schmidt proved the Daugavet equation for weakly compact operators
on an atomless L1-space using Banach lattice techniques. (Actually, his re-
sult is more general than that.) A different class of operators was considered
by Holub [10] who showed the Daugavet equation for the ideal of operators
on C[0, 1] factoring through c0; Ansari [4] generalised this result to such
operators on C(S)-spaces, where S has no isolated points.
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In this paper we suggest a unified and elementary approach to all the
results just mentioned. Our basic idea is to represent an operator T : C(S)→
C(S) by its stochastic kernel, that is the family of measures (µs)s∈S defined
by µs = T ∗δs; i.e.,∫

S
f dµs = 〈f, µs〉 = 〈Tf, δs〉 = (Tf)(s).

We then have ‖T‖ = sups ‖µs‖, and the function s 7→ µs is continuous for
the weak∗ topology of M(S) ∼= C(S)∗. The operator T is weakly compact if
and only if s 7→ µs is continuous for the weak topology of M(S) (meaning the
σ(M(S),M(S)∗)-topology), and T is compact if and only if s 7→ µs is norm
continuous; see [6, p. 490]. Note that the identity operator is represented
by the family of Dirac measures (δs)s∈S .

A different approach to the Daugavet equation for weakly compact op-
erators was taken by Abramovich, Aliprantis, and Burkinshaw [3] who used
ideas from Banach lattice theory, and Ansari [4] was able to incorporate
Holub’s result on c0-factorable operators into their scheme. However, these
arguments seem to be less elementary than the very simple calculations
presented here.

We finally mention the recent papers [2] and [13] whose results are not
covered by this note.

Acknowledgement. I would like to thank the referee for pointing out Ansari’s
paper to me.

Proposition 1 If S is a compact Hausdorff space and T : C(S)→ C(S) is
a bounded linear operator, then

max{‖Id+ T‖, ‖Id− T‖} = 1 + ‖T‖.

Proof. Let (µs)s∈S be the representing kernel of T . Then

max
±
‖Id± T‖ = max

±
sup
s∈S
‖δs ± µs‖

= sup
s∈S

max
±

(|δs ± µs|({s}) + |δs ± µs|(S\{s}))

= sup
s∈S

max
±

(|1± µs({s})|+ |µs|(S\{s}))

= sup
s∈S

(1 + |µs({s})|+ |µs|(S\{s}))

= sup
s∈S

(1 + ‖µs‖) = 1 + ‖T‖.

2
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Corollary 2 If E is an (AL)-space or an (AM)-space and T : E → E is a
bounded linear operator, then

max{‖Id+ T‖, ‖Id− T‖} = 1 + ‖T‖.

Proof. An (AL)-space E is representable as L1(µ) for some localisable mea-
sure µ, hence E∗ is representable as L∞(µ) ∼= C(S). So the assertion follows
from Proposition 1 by passing to T ∗. If E is an (AM)-space, then E∗ is an
(AL)-space, and again we obtain the assertion by considering the adjoint
operator. 2

We now formulate a technical condition that will allow us to prove the
Daugavet equation for weakly compact operators and for c0-factorable op-
erators.

Lemma 3 Let S be a compact Hausdorff space and T : C(S) → C(S) a
bounded linear operator with representing kernel (µs)s∈S. If the kernel sat-
isfies

sup
s∈U

µs({s}) ≥ 0 for all nonvoid open sets U ⊂ S, (∗)

then

‖Id+ T‖ = 1 + ‖T‖.

In fact, a necessary and sufficient condition for this to hold is

sup
{s: ‖µs‖>‖T‖−ε}

µs({s}) ≥ 0 ∀ε > 0. (∗∗)

Proof. We have

‖Id+ T‖ = sup
s∈S
‖δs + µs‖ = sup

s∈S
(|1 + µs({s})|+ |µs|(S\{s}))

and

1 + ‖T‖ = sup
s∈S

(1 + ‖µs‖) = sup
s∈S

(1 + |µs({s})|+ |µs|(S\{s}));

so problems with showing the Daugavet equation can only arise in case some
of the µs({s}) are negative.

3



Given ε > 0, we now apply (∗) to the open set U = {s ∈ S: ‖µs‖ >
‖T‖ − ε} (that is, we apply (∗∗)) and obtain

‖Id+ T‖ ≥ sup
s∈U
‖δs + µs‖

= sup
s∈U

(|1 + µs({s})|+ |µs|(S\{s}))

≥ sup
s∈U

µs({s})≥−ε

(1 + ‖µs‖+ µs({s})− |µs({s})|)

≥ 1 + ‖T‖ − ε+ sup
s∈U

µs({s})≥−ε

(µs({s})− |µs({s})|)

≥ 1 + ‖T‖ − 3ε;

hence T satisfies the Daugavet equation.
A similar calculation shows that (∗∗) is not only sufficient, but also

necessary. 2

Next, we deal with weakly compact operators.

Lemma 4 If S is a compact Hausdorff space without isolated points and T :
C(S)→ C(S) is weakly compact, then T fulfills (∗) of Lemma 3.

Proof. To prove this lemma we argue by contradiction. Suppose there is a
nonvoid open set U ⊂ S and some β > 0 such that

µs({s}) < −2β ∀s ∈ U.

At this stage we note that, for each t ∈ S, the function s 7→ µs({t}) is
continuous, since T is weakly compact. For µ 7→ µ({t}) is in M(S)∗ and, as
noted in the introduction, s 7→ µs is weakly continuous.

Returning to our argument we pick some s0 ∈ U and consider the set

U1 = {s ∈ U : |µs({s0})− µs0({s0})| < β}

which—as we have just observed—is an open neighbourhood of s0. Since s0
is not isolated, there is some s1 ∈ U1, s1 6= s0. We thus have

µs1({s1}) < −2β,

because s1 ∈ U , and

µs1({s0}) < µs0({s0}) + β < −2β + β = −β.
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In the next step we let

U2 = {s ∈ U1: |µs({s1})− µs1({s1})| < β} (⊂ U).

Likewise, this is an open neighbourhood of s1, hence there is some s2 ∈ U2,
s2 6= s1, s2 6= s0. We conclude, using that s2 ∈ U , s2 ∈ U2 and s2 ∈ U1,

µs2({s2}) < −2β,

µs2({s1}) < −β,
µs2({s0}) < −β.

Thus we inductively define a descending sequence of open sets Un ⊂ U and
distinct points sn ∈ U by

Un+1 = {s ∈ Un: |µs({sn})− µsn({sn})| < β},
sn+1 ∈ Un+1\{s0, . . . , sn}

yielding
µsn({sj}) < −β ∀j = 0, . . . , n− 1.

Consequently,

‖T‖ ≥ ‖µsn‖ ≥ |µsn |({s0, . . . , sn−1}) ≥ nβ ∀n ∈ N,

which furnishes a contradiction. 2

Lemmas 3 and 4 immediately yield the first main result of this note.

Theorem 5 Suppose S is a compact Hausdorff space without isolated points.
If T : C(S)→ C(S) is weakly compact, then

‖Id+ T‖ = 1 + ‖T‖.

Corollary 6 If µ is an atomless measure and T : L1(µ) → L1(µ) is weakly
compact, then

‖Id+ T‖ = 1 + ‖T‖.

Proof. By changing measures if necessary we may assume that L1(µ)∗ ∼=
L∞(µ) canonically. (If L1(µ) ∼= L1(ν) and µ is atomless, then so is ν, since
atomless measure spaces are characterised by the fact that the unit balls of
the corresponding L1-spaces fail to possess extreme points.) Now L∞(µ) is
isometric to some C(S)-space, where S does not contain any isolated point.
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It remains to observe that T ∗ is weakly compact as well [6, p. 485] and to
apply Theorem 5. 2

Remarks. (1) If T is compact, the proof of Lemma 4 can considerably be
simplified. In fact, if µs({s}) < −2β < 0 on an open nonvoid set U , let us
pick some s ∈ U and consider the set

U1 = {t ∈ U : ‖µs − µt‖ < β}.

Since T is compact, this is an open neighbourhood of s, and for each t ∈ U1

we deduce that

µs({t}) ≤ µt({t}) + |µt({t})− µs({t})| < −2β + ‖µt − µs‖ < −β.

Since s is not isolated, there are infinitely many distinct points t1, t2, . . . ∈
U1, and we obtain |µs|({t1, t2, . . .}) =∞, a contradiction.

(2) The proof of Theorem 5 shows that weakly compact operators on
C0(S), S locally compact without isolated points, satisfy the Daugavet equa-
tion.

(3) We also see immediately that positive operators on C(S)-spaces (and
likewise on (AL)- and (AM)-spaces) satisfy the Daugavet equation.

(4) For weakly compact operators T on C(S), represented by (µs)s∈S ,
the functions ϕA: s 7→ µs(A), A ⊂ S a Borel set, are continuous; in fact,
weakly compact operators are characterised by this property [6, p. 493]. In
Lemma 4 it is even enough to assume that only the functions ϕ{t}, t ∈ S, are
continuous, provided S has no isolated points. Hence also such operators
satisfy the Daugavet equation. A special case of this situation (a trivial one,
though) occurs if µs({t}) = 0 for all s, t ∈ S; see also the following remark.

(5) A particular class of operators for which (∗) of Lemma 3 is valid are
those for which

{t ∈ S: µs({t}) = 0 ∀s ∈ S} is dense in S. (∗∗∗)

Since this class is seen to contain the almost diffuse operators of Foiaş and
Singer, we have obtained their result that almost diffuse operators satisfy
the Daugavet equation.

This last remark easily leads to Ansari’s extension of Holub’s theorem
that operators on C[0, 1] factoring through c0 satisfy the Daugavet equation.
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Theorem 7 If S is a compact Hausdorff space without isolated points and
T : C(S)→ C(S) factors through c0, then

‖Id+ T‖ = 1 + ‖T‖.

Proof. Let (µs)s∈S be the representing kernel of T . By remark (5) it is
enough to show that

S′ := {t ∈ S: µs({t}) = 0 ∀s ∈ S}

is dense in S. Let us write T = T2T1 with bounded linear operators T1:
C(S)→ c0, T2: c0 → C(S). We have

(T1f)(n) =

∫
S
f dρn ∀n ∈ N,

(T2(an))(s) =
∞∑
n=1

νs(n)an ∀s ∈ S

for a sequence of measures ρn and a family (νs(n))n of sequences in `1.
Consequently,

µs =
∞∑
n=1

νs(n)ρn.

Now S′ ⊃
⋂
n{t ∈ S: ρn({t}) = 0}, which is a set whose complement is at

most countable. Since no point in S is isolated, countable sets are of the
first category, and Baire’s theorem implies that S′ is dense. 2

More remarks. (6) The same proof applies to operators that factor through
a C(K)-space where K is a countable compact space, since on such spaces
all regular Borel measures are discrete. We recall that there are countable
compact spaces K such that C(K) is not isomorphic to c0.

(7) The Baire argument in Theorem 7 implies a very simple proof of
Theorem 5 if in addition S is supposed to be separable. In fact, let us show
that then (∗∗∗) of Remark (5) holds. The complement of the set spelt out
there is {t ∈ S: ∃s ∈ S µs({t}) 6= 0}. Since s 7→ µs({t}) is continuous,
this is, with {s1, s2, . . .} denoting a countable dense subset of S,

⋃
n{t ∈ S:

µsn({t}) 6= 0} and hence a countable union of countable sets, i.e., of the first
category. Again, {t ∈ S: µs({t}) = 0 ∀s ∈ S} must be dense.

(8) We finally wish to comment on the case of complex scalars. All the
results and proofs in this paper remain valid—mutatis mutandis—in the
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setting of complex Banach spaces. In Proposition 1 the proper formulation
of the conclusion is

max
|λ|=1

‖Id+ λT‖ = 1 + ‖T‖,

and (∗) in Lemma 3 should be replaced by

sup
s∈U

(|1 + µs({s})| − (1 + |µs({s})|)) ≥ 0 for all nonvoid open sets U ⊂ S.
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