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Abstract

This paper contains two main results. The first is an explicit
construction of bipartite graphs which do not contain certain
complete bipartite subgraphs and have maximal density, up
to a constant factor, under this constraint. This construc-
tion represents the first significant progress in three decades
on this old problem in extremal graph theory. The construc-
tion beats the previously known probabilistic lower bound
on density. The proof uses the elements of commutative
algebra and algebraic geometry (theory of ideals, integral
extensions, valuation rings).

The second result concerns monotone span programs. We
obtain the first superpolynomial lower bounds for explicit
functions in this model. The best previous lower bound was
Q(n°/?) by Beimel, Gél, Paterson (FOCS’95); our analysis
exploits a general combinatorial lower bound criterion from
that paper. We give two proofs of superpolynomial lower
bounds; one based on the construction in the first part, the
other based on an analysis of Paley-type bipartite graphs
via Weil’s character sum estimates.

A third result demonstrates the power of monotone span
programs by exhibiting a function computable in this model
in linear size while requiring superpolynomial size monotone
circuits and exponential size monotone formulae®.
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1 Introduction

1.1 Paley-type bipartite graphs

Let ¢ be a prime power and k|g — 1. We define the Paley-
type bipartite graph I' = P(q, k) as follows. The two parts
of the vertex set are Vi = Vo = GF(q) (the finite field of
order g); and two vertices x € V1 and y € V2 are adjacent if
(x 4+ y) @Y’k =1 (in GF(q)). These bipartite graphs are
regular of degree (¢ — 1)/k. (For this and other elementary
facts about finite fields we refer the reader to Lidl-Nieder-
reiter [LN].)

For « € V1, let I'(x) denote the set of neighbors of 2. The
set system {I'(z) : € V1 } has remarkable intersection prop-
erties which have been analysed via André Weil’s character
sum estimates. The first paper describing such an analysis
in combinatorics is by Graham-Spencer [GS]; constructions
of k-wise nearly independent random variables have been
analysed in a similar spirit (cf. [AGHP], [AMN]).

While Weil’s inequalities yield asymptotically tight esti-
mates of the sizes of r-wise intersections of the sets I'(z) up
to the point when the intersection sizes become about /g
(this occurs around r = log ¢/(2log k)), the large error term
in Weil’s estimates renders them useless for higher intersec-
tions.

We introduce a subclass of the Paley-type bipartite graphs,
to be called norm-graphs, for which entirely different tech-
niques enable us to control r-wise intersection sizes up to r ~
log g/ log k, when the expected r-wise intersection size be-
comes bounded (and most (r 4 1)-wise intersections empty).

The norm-graphs are defined by setting ¢ = ¢ and
k = q1 — 1, where ¢1 is a prime power and t > 2. The
techniques required for the strong analysis involve the ele-
ments of commutative algebra and algebraic geometry. As
a result we make progress on the “Zarankiewicz problem”
which will be described in the next section.

Explicit combinatorial constructions are scarce and in
great demand in the theory of computing. Specifically, ex-
plicit constructions for the Zarankiewicz problem have been
applied by several authors to the monotone circuit com-
plexity of the “Boolean sums” problem ([Ne, Me, Pi]). A
lower bound of n?~°®M) was first achieved by Andreev [An]
via his explicit construction of graphs of large density for
the Zarankiewicz problem. The gap between the trivial up-
per bound n?~/" and Andreev’s lower bound is a factor of
T@(ﬁ); norm-graphs reduce this gap to (r + 2)! where the
parameter 7 may grow as a function of n.

As a more significant indication of the relevance of the
norm-graphs to lower bounds, our first superpolynomial lower
bound in the monotone span program model (see Section 1.3)

Rényai, Szabd on the Zarankiewicz problem [KRS], and a subsequent
paper by Babai, Gal, and Wigderson on span programs [BGW]. The
journal versions will be published separately.



was based on the norm-graphs. We subsequently observed
that an even stronger lower bound follows from the analysis
of middle-range intersections of Paley-type graphs via Weil’s
estimates. We present both techniques.

1.2 The Zarankiewicz problem

Let H be a fixed graph. The classical problem from which
extremal graph theory has originated is to determine the
maximum number of edges in a graph on n vertices which
does not contain a copy of H. This maximum value is the
Turdn number of H and is denoted by ex(n, H). The deter-
mination of Turdn numbers is particularly interesting when
H is bipartite, as in most cases even the order of magni-
tude is open. One of our goals in this paper is the study
of the Turdn numbers of complete bipartite graphs (the
“Zarankiewicz problem”).

Let t,u be positive integers with t < u. We denote by
K., the complete bipartite graph with ¢+ u vertices and tu
edges. Kévari, T. Sés, and Turdn [KST] gave the following
upper bound for an arbitrary fixed ¢ and u > t¢:

ex(n, Ke) < coun® 1, (1)

where c¢,, > 0 is a constant depending on ¢ and u. The right
hand side is conjectured to give the correct order of magni-
tude. However, the best general lower bound, obtained by
the probabilistic method, yields only

, g ttu—2

cn” -t <ex(n, Kt u), (2)

where ¢’ is a positive absolute constant. (Cf. [ES], p.61,
proof of inequality (12.19).)

Note that for all ¢,u such that 2 < ¢t < wu, we have
t;}%ﬁ > %7 hence the lower bound (2) is always of lower
order of magnitude than the upper bound (1).

The optimality of the order of magnitude (up to a con-
stant factor) of the upper bound (1) has been established via
explicit constructions for ¢ = 2,3 and all u > ¢ [Er38, Br].

The incidence graphs of projective planes demonstrate
this order of magnitude for ¢ = 2 (this was observed by
Esther Klein, as reported by Erdés in [Er38]). In this case,
however, even the asymptotic order of magnitude is known:
ex(n, K22) = $n%/2 + O(n*/?) (Erdds, Rényi, T. Sés [ERS],
Brown [Br]), and for general u > 2,

ex(n, Kou) = @ngm + O(n*?) (Fiiredi [Fii]).

The situation for ¢ > 3 seems more difficult. The opti-
mality of the upper bound (1) for ¢ = 3 was established by
W. G. Brown [Br], hence ex(n, K33) = ©(n®?). His con-
struction is the “unit distance graph” in the 3-dimensional
affine space over finite fields of order ¢ = —1 mod 4.

In spite of its considerable interest to combinatorics and
to the theory of computing (cf. [Ne, Me, Pi, ES, Bol, An,
Fii]) no substantial progress on this problem has been made
since W. G. Brown’s 1966 paper [Br]. In particular, for no
pair (¢,u) with 4 < ¢ < u has the probabilistic lower bound
been improved.

In this paper we present an explicit construction which
demonstrates the optimality, up to a constant factor, of the
upper bound (1) for all values of t > 2 and u > ¢! + 1:

Theorem 1.1 Fort > 2 and u > t! + 1 we have

ex(n, K¢u) > ¢ - nQ_%7

where ¢; > 0 is a constant depending on t. We may choose
ct = 27" for every n, and c; = 1/2 for infinitely many values
of n.

Note in particular that this bound beats the order of
magnitude of the probabilistic lower bound for every pair
(t,u) under consideration. Both the explicitness of the con-
struction and the optimality of the exponent are essential
for our application to span programs.

We should mention that the first explicit examples of
graphs with n?~¢ edges which do not contain certain fixed
bipartite graphs were given by A. E. Andreev [An]. He con-
structed bipartite graphs with n vertices on each side, with
n2=1r edges, and without Kj() () where both ¢(r) and
u(r) are greater than (2r)"""Y/2_ These parameters are
far too large for our application. Our result reduces these
parameters to t(r) = r and u(r) = r! + 1, thus improving
Andreev’s result for all » > 2.

For more details and references on the Zarankiewicz prob-
lem we refer to Chapter VI, Section 2 of Bollobés [Bol] and
to Fiiredi [Fi].

1.3 Monotone span programs

Karchmer and Wigderson [KW] introduced span programs
as a linear algebraic model for computing Boolean functions.

Let us consider a linear space W over some field K;
let w # 0 be a specified vector called the root. A span
program takes a set of m variable symbols zi,...,x, and
their negations, together called literals, and associates a sub-
space with each of the 2n literals. Such a program defines
a Boolean function f(z1,...,2») in the following way: let
U=U(a,...,an) denote the span of those subspaces cor-
responding to TRUE literals under a given truth-assignment
zii=a; (=1,...,n;0; € {0,1}). We set f(aq,...,an) =
1 precisely if w € U.

The size of a span program is the sum of the dimensions
of the subspaces associated with the literals. Note that the
size of the span program is not less, and at most by a factor
of 2n greater, than the dimension of W (assuming, as we
may w.l.o.g., that those subspaces span all of W). Thus,
as far as superpolynomial bounds are concerned, size and
dimension are equivalent complexity measures.

A span program is called monotone if only the positive
literals {z1,...,xn} are associated with subspaces (negated
variables correspond to the {0} subspace). Monotone span
programs compute monotone Boolean functions, even though
the computation uses non-monotone linear algebraic opera-
tions.

We denote by SPx(f) (and mSPx(f)) the size of the
smallest span program (monotone span program, resp.) over
the field K that computes f.

The class of Boolean functions with polynomial size span
programs is equivalent to the class of functions with polyno-
mial size counting branching programs [BDHM, KW]. Span
program size is a lower bound on the size of symmetric
branching programs [KW]. The model of symmetric branch-
ing programs is essentially the same as that of (undirected)
contact schemes (for definitions, see [KW]). Lower bounds
for span programs also imply lower bounds for formula size.

Span programs can be viewed as a model of parallel com-
putation. Indeed, functions with polynomial size span pro-
grams over finite fields belong to NC?. (This is immediate
from the fact that linear algebra is in (non-uniform) NC?



[Ber, BDHM, KW, Mu]). As we shall see, the monotone ana-
log of this statement fails badly; functions admitting poly-
nomial size monotone span programs do not necessarily have
polynomial size or even polylog depth monotone circuits (cf.
Theorem 1.2 below).

The reduction in [KW] from symmetric branching pro-
grams to span programs preserves monotonicity, and thus

lower bounds for monotone span programs imply lower bounds

for monotone symmetric branching programs and for mono-
tone formula size.

Lower bound techniques for monotone circuits and for-
mulae are well known (e.g. Razborov [Ral, Ra2, Ra3],
Haken [Ha] for circuits, Karchmer-Wigderson [KW1], Raz-
Wigderson [RW] for formulae). These techniques, however,
do not appear to be adaptable to the study of monotone span
programs. Indeed, the following separation result demon-
strates the power of monotone span programs vs. monotone
circuits and formulae.

Theorem 1.2 There exists a family { fn} of monotone Boolean

functions in n variables such that f, can be computed by a
monotone span program of size O(n) (and dimension O(y/n))
over GF(2) but requires monotone Boolean circuits of size

nSt1een) - and monotone formulae of size exp(Q(yv/n)).

A different motivation for studying monotone span pro-
grams comes from a cryptographic tool called “secret-sharing
schemes.” This connection is reviewed in detail by Beimel,
Gal, and Paterson [BGP]. Without giving the definitions, we
should mention that most known secret sharing schemes are
“linear,” and lower bounds for the total size of “shares” in
linear secret sharing schemes are equivalent to lower bounds
for monotone span programs. Our main result can therefore
be interpreted as a superpolynomial lower bound for linear
secret sharing schemes. For details we refer to the survey by
Stinson [St] and to the extensive literature listed in [BGP].

The best known lower bound for general secret sharing
schemes is Q(n?/logn) (Csirmaz [Cs]). This immediately
implies the same lower bound for monotone span programs
for explicit functions. This by-product of [Cs] was improved
by Beimel, Gal, and Paterson [BGP] to an Q(n°/?) lower
bound for monotone span programs; they prove this bound
for the 6-clique function. (Here n denotes the number of
variables.) More importantly, [BGP] exhibits a combina-
torial criterion which we shall be able to exploit to obtain
superpolynomial lower bounds. We state our main result.

Theorem 1.3 For every reasonable function 2 < t(n) <
logn/loglogn, there exists a family of explicit monotone
Boolean functions fn in n variables such that

mSPk (fn) = )

over any field K. The function family {f.} belongs both to
NP and to DSPACE(t(n)-logn). — We callt(n) “reasonable”
if it is monotone nondecreasing and computable in O(logn)
space.

2 Monotone span programs vs. monotone cir-
cuits and formulae
Here we give the proof of Theorem 1.2, a result that may be

interpreted as an indication why lower bounds for monotone
span programs may be hard to come by.

We consider the following function f, on n = v? vari-
ables: the input is a v X v (0,1)-matrix representing a bipar-
tite graph X with v vertices in each part. X is accepted if
it has an odd factor, i. e., a spanning subgraph such that all
vertices have odd degree in the subgraph. Note that X is
rejected exactly if it has a component with an odd number
of vertices.

It is easy to construct a monotone span program of size n
over GF'(2) for this function. Indeed, let V' = V1 UV, be the
vertex set and let W denote the 2v-dimensional space over
GF(2) generated by the basis {u; : ¢ € V'}. The variables
are x;,; (i € V1,5 € V2). Let z;; correspond to the one-
dimensional subspace spanned by u; + uj. The root is the
“all-ones” vector w = Eiev ui. It should be clear that the
root is the sum of a set of vectors of the form w; 4w, precisely
if the corresponding edges (7, ) form an odd factor.

Despite the simplicity of this span program (as well as
the trivial sequential algorithm) for this function, it has close
affinity to the perfect matching problem, which makes it as
difficult for monotone Boolean models. Specifically, note
that every perfect matching is an odd factor, and should be
accepted. For rejected graphs, identify every 2-coloring of
V (say red and blue) with the graph of all monochromatic
edges. This graph has two connected components. Note
that an odd 2-coloring (in which each color occupies an odd
number of vertices) has two odd components, and thus is
rejected by our function.

Now for circuit size, we observe that Razborov’s proof
[Ra2] provides an n?°e™ Jower bound on any monotone
circuit that accepts all perfect matchings, and rejects any
constant fraction of all 2-colorings. As odd 2-colorings con-
stitute half of all 2-colorings, the above argument suffices.

For the formula size (equivalently circuit depth) lower
bound we use a similar method to the one used by Raz and
Wigderson in [RW], which is based on the communication
complexity approach of Karchmer and Wigderson [KW1].
Define the disjointness function on a pair z, y of u-bit vectors
by DISJ (z,y) = 1 iff the sets represented by these vectors
are disjoint.

Theorem 2.1 ([KS, Rad], cf. [BFS]) Any 1/3 error proba-
bilistic communication protocol for DISJ requires Q(u) com-
munication bits.

We will reduce DISJ to the following communication
problem ODDFACTOR (m,c) on the set V where v = 4u.
The first player has a perfect matching m from Vi to Va.
The second player has an odd coloring of V. They have to
compute an edge e € m which is 2-colored by c. As this is
the monotone relation capturing f,,, if this problem requires
t bits to solve deterministically, the monotone formula size
of fn is exp(Q(t)). Assuming a ¢-bit deterministic protocol
here, we derive a probabilistic protocol of the same complex-
ity for DISJ.

We shall use the following “gadget.” Let (a1, a2,as,as)
and (b1, b2, b3, ba) be ordered quadruples of distinct vertices
in Vi and in V3, resp. Define two matchings

My = {(a1,b1), (a2, b2), (a3, b3), (a4, ba)}

and
Mo = {(a1,b2), (a2,b1), (a3, bs), (a4,b3)} -

Also define two 2-colorings (red is the complement of blue
in each) by Bl = {al,bg, a3,b4} and B() = {al,ag,bl,bg}.



Now assume our players have the inputs  and y, resp.,
for the disjointness problem, and they share a random string
r. They interpret r as a partition of V' into u pairs of quadru-
ples of vertices of the type described above, with a uniform
distribution over all partitions and orderings. The player
holding x constructs the matching m by taking from the ith
part of the partition the matching M,,, for all ¢ € [u]. Sim-
ilarly, the player holding y constructs a 2-coloring ¢’ using
By, for all i € [u]. Since this coloring ¢’ is even, he then
flips the color of a random vertex w in V to produce his
final odd coloring c¢. On obtaining a bichromatic edge e by
the assumed protocol, the players answer 1 iff w € e.

Observe that if DISJ (z,y) = 1 then the coloring ¢’ makes
each edge of the matching m monochromatic, and there is
exactly one bichromatic edge in m under the coloring c.
Therefore the players will make no error on disjoint pairs
(2,y)-

On the other hand if (z,y) intersect in k places, then
(m, ) is uniformly distributed over all such pairs having
4k bichromatic edges. Since the protocol returning e is de-
terministic, and w is random, the players will now err with
probability < 1/(4k+1) <1/5. &

3 The lower bounds for monotone span pro-
grams

3.1 The BGP Lower Bound Condition

We shall make use of a technique introduced by Beimel, G4l,
and Paterson [BGP], to prove lower bounds for monotone
span programs. The idea is to show that if a small monotone
span program accepts all the minterms of the function f
then it must also accept an input that does not contain any
minterms, a contradiction. This approach can be viewed as
an application of the “fusion method” [Ra3, Ka, Wi].

A minterm of a monotone Boolean function is a minimal
set of variables which, if assigned the value 1, force the func-
tion to take the value 1 regardless of the values assigned to
the remaining variables.

It will be convenient to use the language of set systems
(hypergraphs) rather than Boolean functions. The corre-
spondence is established by the bijection between {0,1}"
and the power-set of a universe X of n elements. The
Boolean function f will then correspond to the set system
f7'(1). Clearly, monotone Boolean functions correspond
to filters, i.e., set systems closed under supersets. The
minterms correspond to the minimal elements of this filter
(with respect to inclusion).

A Sperner family is a family of sets none of which con-
tains any other member of the family. The minimal elements
of a filter form a Sperner family; and each Sperner family
F uniquely defines a filter (consisting of all not necessarily
proper supersets of the members of F).

Given a Sperner family F, we shall denote by fr the
corresponding monotone Boolean function.

Given a set system F C 2% over the universe X, we say
that a set A C X determines a member H € F if H is the
unique member of F containing A. Next we define is a key
concept introduced in [BGP].

Definition 3.1 We call a Sperner family F self-avoiding if
one can associate a set D(H) with each H € F, called the
core of H, such that

(i) D(H) determines H (with respect to F); and

(i) for any H € F and any subset T C D(H), the set

sy = |

GEF,GNT#0D

G\T,

does not contain any member of F. (We call S(T) the
spread of T'.)

(This definition is equivalent to a special case of “critical
families” defined in [BGP, Sec.2.2].)

The following result summarizes the BGP lower bound
technique.

Theorem 3.2 (Beimel, Gal, Paterson [BGP]) Let F be
a Sperner family over a universe of n elements and fr the
corresponding monotone Boolean function in n variables. If
F is self-avoiding then for every field K we have

3.2 A sufficient condition for self-avoidance

We shall use the following general scheme to construct self-
avoiding Sperner families.
Take a bipartite graph I" with vertex set Vi U Va.

Notation 3.3 For a vertex z, we denote by I'(z) the set
of neighbors of z; and for a subset A of the vertex set, we
denote by I'(A) the set of common neighbors of A, i.e.,
I'(A) = Ngeal'(z). Let moreover A(A) = AUT(A).

Notation 3.4 An r-set is a set of r elements. For a set X
and an integer r > 0 we shall use (f) to denote the set of
all r-subsets of X.

Now fix an integer ¢t > 1 and a subset S C (t‘fl). Set

F=FT,8):={A(4): AeS} (3)

Let m(t) = m(T,t) := max{|['(B)|: B € (‘?)}
Lemma 3.5 If [I'(A)| > (t—1)-m(t) for all A € S then F
is self-avoiding.

Proof. First, F is a Sperner family since all A € S have
the same cardinality (¢t — 1).

We define the core function as D(A(A)) = A. This
clearly satisfies item (i) in Def. 3.1. We need to verify item
(i).

Assume that A € S. Let T C A, and consider the spread
S(T) defined in Def. 3.1. Assume for a contradiction that
A(A™) C S(T) holds for some A* € S.

By the definition of S(7') and our construction, every
vertex y € S(T)NV2 must be adjacent to some vertex z(y) €
T. This is true in particular for each y € I'(A*). Let zo be
the most frequently occurring z(y) for y € T'(A*); then zo
is adjacent to more than (¢t — 1) - m(¢)/|T| > m(t) vertices
in I'(A"). In other words,

IT(A™ U {zo})| > m(D),

in contradiction with the definition of m(t) since |[A*U{zo}| =
t (which in turn holds because A*NT = (). &



3.3 An intersection property of the norm-graphs

The norm-graphs are the explicit bipartite graphs to be con-
stucted in Section 5. The properties of these graphs, to be
verified in Section 5.2 and critical to the span program ap-
plication, are summarized in the following theorem.

Theorem 3.6 Given a prime power q and positive integers
t, s where s = t!, there exists an explicit bipartite graph I' =
T'(g,t) with the following properties:

(i) T has 2n := 2q" vertices, equally partitioned among the
two classes Vi and Va;

(ii) T is reqular of degree (¢* —1)/(q — 1);

(ii3) Any t distinct vertices in V1 have at most s common
neighbors.

From the properties listed, we deduce an additional prop-
erty of I.

Lemma 3.7 Any graph T’ possessing properties (i)—(iii) listed
in Theorem 3.6 also has the following property:
(x) At least a 5= fraction of the sets A € (t‘fl) have
IT(A)| > q/2 common neighbors.

We defer the combinatorial proof to Section 4.1.

3.4 Large self-avoiding Sperner families: first construc-
tion

We use the bipartite graph I' discussed in Theorem 3.6 to
construct a Sperner family. We make an additional as-
sumption on the parameters:

q > 2ts. (4)

Let S={A ¢ (t‘:ll) . |T(A)| > ¢/2}. We apply our general
construction F = F(I',S) (eqn. 3). (So we shall have 2n
Boolean variables, an insignificant change in notation).

We now have m(t) < s by item (iii) in Theorem 3.6. Our
assumption (4) therefore implies the inequality |A(A)] >
t-m(t) for all A € S. By Lemma 3.5 we conclude that F is
self-avoiding.

Moreover, from Lemma 3.7, we have | 7| > (,",)/(2s—1).
For s = t!, the latter quantity is approximately n'~'/((t +
1)!1)2. We need to choose the parameters such that q > 2ts.

Choosing ¢ := Q(ts) we obtain

t =t(n) = O(y/logn/loglogn).

In view of Theorem 3.2, this proves our first superpolynomial
lower bound nf**(™) for monotone span programs, confirm-

ing Theorem 1.3 up to t(n) < /logn/loglogn. &

3.5 Large self-avoiding Sperner families: second construc-
tion

The following well known lemma guarantees a tight con-
trol of the intersection sizes of vertex neighborhoods in the
Paley-type graphs I' = P(q,k). We use the notation in-
troduced in Section 1.1. For real numbers b, c we use the
notation b & ¢ to denote a quantity between b — ¢ and b+ c.

Lemma 3.8 Let ai,...,a: be distinct elements of the finite
field GF(q) and k|g—1 (k,t > 2). Then the number of solu-

tions € GF(q) to the system of equations (a;+z) 1~ D/* =
1(i=1,...,t) is g/k' £t /3.

In Section 4.2 we state the relevant character sum esti-
mate of A. Weil and show how to deduce Lemma 3.8 along
the lines of [GS].

Restated in our combinatorial setting, we obtain that for
Ae (‘?) we have [['(4)| = q/k' + t\/q.

It follows that as long as ¢/k' is much larger than Va
the (¢t — 1)-wise intersections are almost uniformly k-times
larger than the ¢-wise intersections. In view of Lemma 3.5,
this suggests the following constraints on the choice of the
ranges of the parameters in the following lemma.

Lemma 3.9 If k > 3t and q > 4t*k*' =2 then the system
F={AA):Ac (t‘fl)} is self-avoiding.

(In the notation of Section 3.2, we have chosen & =
(7))

Indeed, m(t) < q/k'+t\/gand forall A € (1), T(A4)| >
q/k'~* —(t—1),/g, both by Lemma 3.8. Combined with the
assumption on the parameters, these inequalities guarantee
that [I'(A)| > t - m(t), hence Lemma 3.5 applies. &

To achieve the best lower bound, i. e., to maximize |F| =
( tfl), given ¢, we need to maximize ¢t under the given con-
straints. Not all prime powers ¢ will allow this, only those
belonging to specific arithmetic progressions. Let us se-
lect t first, and then minimize ¢q. W..0.g. assume t is
odd (otherwise add 1); set k := 3t; and select ¢ to be
of the form ¢ := 2¢¢B3Y where ¢ denotes Euler’s totient
function. Such a choice guarantees that k|lg — 1. Since
1 < ¢(3t) < 2t, one can clearly choose ¢ such that ¢ sat-
isfies the inequalities 4t*k%' ™2 < ¢ < 22 . 4*k* =2, With
this choice, t = ©(loggq/loglogq), and the lower bound
| F| = ¢®Ucea/1eeloed) on the monotone span program com-
plexity of the monotone function in 2q variables, defined by
F, follows. &

It may seem that this lower bound applies to infinitely
many, but not to all values of n. Note, however, that for
every sufficiently large n, an appropriate ¢ can be found
between n/2 and /n. Using our function augmented with
n — 2q redundant variables, we still have a lower bound of
the form n(—)(log n/ loglog n)

4 Proofs of the intersection lemmas

4.1 Typical intersections: proof of Lemma 3.7

The proof will follow by combining two auxiliary observa-
tions. Let d = (¢* — 1)/(g — 1) denote the degree of the
vertices of . We shall use the inequality d > ¢'~! + ¢,
which holds assuming ¢ > 3. (We may assume this for our
application.) We shall use the E (“expected value”) notation
for averages over explicitely stated domains.

Claim 4.1 For any k, 0 < k < t, the average cardinality of
T'(A) over all A € (‘21) is

B(T(A)]) = = ) n/q" =q"".

(&)



Proof. For A € (‘2) and y € V,, we count the number of

inclusions y € I'(A) in two ways. We obtain ) , [I'(A)| on
the one hand, and >°, (‘F%y)‘) =n- ({) on the other hand.

The inequality follows by observing that (Z) > (d—k+

DR/kl > ¢~ D% kL and (7) < n®/k! = ¢'* /Kl &

Claim 4.2 Let A € (Y)). Then [T'(A4)| < gs.

Proof. For any subset B C V2> we have |B|-d =} ., [I'(2)N
B| (by counting the edges between Vi and B). We now ap-
ply this equation to B = I'(A). We split the sum on the
right hand side according to whether x € A or not; in the
former case, I'(z) D B.

Bl-d=|A]-|B|+ ) [I(z)NB.
zeVi\A

Consequently the average cardinality of I'(x) N B over x €
Vi\Ais |B|(d—|A|)/(n—|A]) > |B|/q. It follows that for
some zo € V1 \ A we have |I'(zo) N B| > |B|/q. But the left
hand side here is the number of common neighbors of the
t-tuple AU {zo}; hence s > |B|/q, as stated. &

Now we put these two claims together to prove Lemma 3.7.
Let p denote the probability that [I'(A)| > g/2 where A is a
(t — 1)-subset of Vi chosen uniformly at random. Then, by
Claim 4.2 we have

E(r(A))) <p-gs+(1—p)-q/2=q((2s = 1)p+1)/2. (5)

On the other hand, we have E(|I'(A)]) > ¢ by Claim 4.1
(k =t —1). A comparison with inequality (5) yields p >
1/(2s — 1), as desired. &

4.2 Character sums: proof of Lemma 3.8

Let x be a homomorphism of the multiplicative group GF(q)*
onto the group of kP roots of unity. We extend the domain
of x to GF(q) by setting x(0) = 0. The function x is called
a multiplicative character of order k over GF(q).

Let f(z) be a polynomial over GF(q) which is not of the
form ¢ (g(x))* for any polynomial g over GF(q) and scalar
¢ € GF(q). Let t denote the number of distinct roots of f in
the algebraic closure of GF(g). Under these circumstances,
Weil’s theorem gives the following bound.

Theorem 4.3 (A. Weil)

Y x(f@) [ < (- 1Dva. (6)

zE€GF (q)

(See e.g. [Sch, p.43, Theorem 2C].)

Now we turn to the proof of Lemma 3.8. Let w denote
a primitive k™ root of unity and let g be a generator of
the multiplicative group of GF(q). Set x(¢°) = w®. This
is clearly a homomorphism onto the group of k™ roots of
unity; add x(0) = 0 to obtain a character of order k. It is
clear moreover that x(g°) = 1 if and only if k¢, i.e., if and
only if (@ V/* = 1, where z = ¢*.

Let X denote the set of those z € GF(¢) which simulta-
neously satisfy x(a; + ) =1 for i = 1,...,¢ Our aim is to
estimate the number N = |X]|.

Consider the polynomial h(z) = 14+2+...+2"71 = (2F -
1)/(z —1). Clearly h(1) =k, h(w’) =0for j =1,...,k — 1,

and h(0) = 1. Let now H(z) = [['_, h(x(ai + z)). We
observe that if x € X then H(z) = k'; if x = —a; for some i
then H(z) = 0 or H(x) = k*~'; and in the remaining cases,
H(z)=0.

Therefore the sum S := > H(x) satisfies

z€GF(q)
NE' <8 < Nk' 4+ tk' " (7)

H(z) is the product of sums of k terms each. Let us
expand the product to the sum of k° terms. Let ¥ denote
the set of the k' functions ¢ : {1,...,t} — {0,1,...,k — 1}
which will serve to index this sum. We have

S= 3 ST +2)"Y = 33 x(fula)),

zEGF (q) Ye¥i=1 z€GF(q) YeY
| (8)
where fy(z) =[]\, (ai + z)¥@,

Let 9o(i) := 0 for all ¢; hence fy,(z) = 1 for all z €
GF(q). After switching the order of summation in equa-
tion (8), let us separate the term corresponding to 1o; clearly,
this term will be ¢g. This is the “main term”; we need to es-
timate the “error term” R:= S —gq. Let U* = U\ {¢)0}.

IRI< Y1 > x(fu@) |-

YET* zEGF(q)

We note that all roots of f, belong to GF(g), and it has
at least one and at most t — 1 distinct roots, each with
multiplicity < k — 1. It follows that the conditions of Weil’s
theorem are satisfied and each inner sum has absolute value
< (t —1),/q. Consequently

R <K't =1)va.
Combining this with equation (7), we obtain

N = S/kt £ t/k =
— gk (t—1) gt t/k =

q/k' + R/k' £t/k
q/k' +tyg. O

5 The norm-graph

5.1 The construction

Let ¢ be a prime-power and ¢t > 1 be an integer. We define
the norm-graph G = G4+ as the Paley-type bipartite graph
P(q*,q—1). (Here we use q in the role of ¢ of Section 1.1.)

We have to explain the term “norm-graph.” For a €
GF(q") let N(a) denote the GF(q")/GF(g)-norm of a, i.e.

N(a) =a-a%--- a? = gl D/ ¢ GF(q). Now two
vertices a € V1 and b € V» are adjacent iff N(a 4 b) = 1.
Let us write n = |Vi| = |Va| = ¢' for the number of
vertices in each half of the graph. Then the degree of each
vertex is (¢ — 1)/(q — 1) > n'~/%
The main technical contribution of this paper is the fol-
lowing:

Theorem 5.1 The graph G = Gg,t contains no subgraph
isomorphic to Kt 1141.



5.2 The proof

Theorem 5.1 is a direct consequence of the following state-
ment: if di,ds,...,d; are t distinct elements from GF(q"),
then the system of equations

1

Ne+d) = (@+d)a+d) @ +d ) =
- t—1

N(z+d2) = ($+d2)(xq+dg)...(xqtl+dg ) =

N(e+d) = (o+d)@ +d) @ +di ) =

9)
has at most ¢! solutions = € GF(q").
We shall infer this by considering a more general system
of equations.

Theorem 5.2 Let K be a field and a;j,b; € K for 1 <
i,§ <t such that aij, # aij, if j1 7# j2. Then the system of
equations

(xl7a11)(x2*a21)"'($t*at1) = bl:
(wl —a12)(ac2 —azg)---(xt —atg) = bo,

(10)
(xl — alt)($2 — (.12,5) cee (mt — att) = b.t

has at most t! solutions (x1,x2,...,2t) € K.

This indeed suffices to prove Theorem 5.1 because system (9)
is a special case of system (10) (K = GF(q"), a;; = —d;%P ,
zi=27 [ b;=1). &

Weput f; = fi(z1,22,...,2:) := (z1—a1j)(z2—az;) - (xt—

atj) (1 < j <t) for the polynomials on the left-hand side of
the system (10). Let us define the regular map F : K* — K*
by F(z1,z2,...,2¢) = (fi(z1,...,2¢),..., fi(z1,...,2¢)).
T}zeorem 5.2 claims that |F~1(b)| < t! holds for every b €
K.

It is straightforward to verify that |F~'(0)] = ¢!. The
second half of our proof will in essence establish that all
roots of the equation F(z1,...,x¢) = 0 are simple. The
structure to be established in the first half of the proof will
then allow the ¢! bound to carry over from b = 0 to all
b. This conclusion® will rest on the following result (see
Theorem 3 in [Sha, Chap. II, Sec. 6.3, p.143]; in the first
edition of [Shal, it is stated as Theorem 6 in [Chap. II, Sec.
5]). For some of the definitions, and the details of the proof,
see Section 5.3 below.

Fact 5.3 Let K be an algebraically closed field,
A = Klz1,...,x¢], fi € A, B = K|[f1,...,fr], and define
F:K'— K" by F(z) = (fi(z),..., fr(z)) (z € K'). As-
sume B is integrally closed in its field of quotients and that
A is finite over B and has rank d over B. Then for all
be K", [F7'(b)| < d. #

2At first sight it would seem natural to apply Bézout’s theorem
[Sha] on intersections in projective space to the study of solutions
of system (10). Note, however, that the projective closures of the
hypersurfaces in (10) all contain the hyperplane 1 = 0, hence their
intersection is not proper.

5.3 Integral extensions: proof of Theorem 5.2

To establish Theorem 5.2, we shall assume without loss of
generality that K is algebraically closed. We write A =
K[z1,22,...,2¢ for the polynomial ring with indetermi-
nates x; over K. As before, let f; (1 < i < t) denote the
polynomials on the left-hand side of the system (10). Let
B = K|fi1, f2,..., ft] be the K-subalgebra of A generated
by the polynomials f;.

Recall that a ring R is finite over a subring S C R if R is
a finitely generated S-module. (We assume S contains the
identity element of R.) Finiteness of R over S is equivalent
to the following two conditions: (i) R is a finitely generated
algebra over S;  (ii) R is integral over S (every element of
R is a root of a monic polynomial over S).

An integral domain R has rank r over a subring S C R if
the field of quotients of R is a degree-r extension of the field
of quotients of S. For the basics of commutative algebra we
refer to [AM], [Bou], [Ma]; especially [AM, Chap. 5].

Lemma 5.4 A is finite over B and has rank t! over B.

From the Lemma we infer that the transcendence degree
of B over K is t, hence the f; are algebraically independent
over K. This implies that B is isomorphic to A, and there-
fore integrally closed (in its field of quotients). Hence an
application of Fact 5.3 yields |[F~*(b)| < t!. &

It remains to prove Lemma 5.4.

Finiteness. We prove by induction on ¢t that A is an integral
extension of B. If ¢ = 1 then A = B and integrality is
obvious. Suppose that ¢ > 1 and let M denote the field
of quotients of A. Theorem 10.4 of [Ma] states that the
integral closure of a subring C' of M is the intersection of
all valuation rings R < M which contain C. (Recall that a
valuation ring R of M is a subring of M such that for every
element y € M either y € R or y~' € R.) Thus, to verify
the integrality of A over B, we show that if R is a valuation
ring of M containing B, then R > A.

Write I for the (unique) maximal ideal of the valuation
ring R. By symmetry it is enough to prove that z: € R.
We do this by showing that the assumption xz; ¢ R leads
to contradiction. If x; ¢ R then z; — ay; € R and hence
1/(z¢ —aij) € T and g; == f;/(xe —ay;) € [for j=1,...,¢t.

By the inductive hypothesis, the elements x1,...,Ti—1
are integral over C' = K|gi,...,9+—1]. This together with
C < R implies that K[z1,...,z¢-1] < R.

Next observe that the polynomials gi,...,9: have no
common zero in K'"'. By Hilbert’s Nullstellensatz this
implies that they generate the ideal (1) in K[z1,...,2¢—1]:
there exist polynomials h; € K[z1,...,2¢—1] such that
> gjh; = 1. This relation leads to a contradiction because
g; € I, hj € R and hence the left-hand side belongs to I,
while 1 ¢ I. The finiteness of A over B now follows since
A is a finitely generated algebra over B (actually even over
K).

Computing the rank. Let m denote the ideal (f1,..., f¢) of
B. Let Bn denote the corresponding local ring and Ay, the
corresponding By -algebra.

It suffices to verify (cf. Bourbaki [Bou], Exercise 18,
Chapter V, Section 2) that Am/mAy is a finite dimensional
separable semisimple algebra over K and dimg Am/mAn =
t!. Due to the isomorphism of K-algebras A/mA = Ay /mAm,
we can do this by proving the claims for A/mA.



As K is algebraically closed, semisimplicity and separa-
bility will be established if we show that mA is a finite inter-
section of maximal ideals of A. For a permutation o € S; let
I be the (maximal) ideal (z1 — G10(1), T2 — G20(2), - - - Tt —
ayo(1)) of A. We show that mA = HUESt I,. Obviously we
have mA C I, for every o € S: hence mA C Nees, o =

HUESt [U'

Now let f = fife- - ft, fo = Hizl(-’ﬂi — i) and g, =
f/fs. We observe first that the polynomials f; (1 < j <)
and g, (0 € St) have no common zero. Indeed a common
zero of the polynomials f; is of the form (a1 (1, G2r(2), - - -
for some 7 € S¢, which is not a zero of g,. Again by the
Nullstellensatz, for suitable polynomials hj, hs € A we have
> hifi + 3 hogs = 1. Now let g € [[,.5, Io. We have
S hifig+ > hogog =g and Y h;fjg € mA. We show that
Jgog € mA which implies that g € mA.

The polynomial g can be written as a sum of terms of
the form g* = ¢' - [] g, m- where g’ € A and m, € {z1 —
CLl.,.(l), T2 — CLQ.,.(Q), e, T — CLt.,.(t)}. Now if Mme =Tj — aj(,m,
then ¢g*go is divisible in A by f;, giving that ¢*g- € mA and
g € mA.

By the Chinese remainder theorem

A/mA = A/ Noes, Ir = Does, A/ls = Boes, K

and therefore dimx A/mA = t!. This concludes the proof of
Lemma 5.4 and Theorems 5.2 and 5.1. &

6 Open questions

Two open questions naturally arise in connection with The-
orem 1.2. The first question asks to increase the gap es-
tablished in Theorem 1.2; the second asks to reverse the
direction of the gap.

Problem 6.1 Do there exist functions admitting polyno-
mial size monotone span programs which require exponen-
tial size monotone circuits?

Problem 6.2 Do there exist functions admitting polyno-
mial size monotone circuits which require superpolynomial
size monotone span programs?

The fundamental question, of course, continues to be to
find explicit functions which require superpolynomial size
(non-monotone) span programs.
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