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Abstract:

This position paper lists reasons why the results in soft-
ware maintenance are so di�cult to assess and use, pro-
poses three possible countermeasures (what and why),
and shortly discusses the roadblocks.

Note: This paper is written in a rather apodictic tone,

but that is for brevity only.

Why we have a mire of evidence

When one dives into the literature on software main-
tenance, the amount of suggestions and experience re-
ports is overwhelming, the validity of the statements
is often dubious (but hard to assess), commonalities
between results are di�cult to understand and char-
acterize, and contradictions between di�erent reports
(which occur frequently) are di�cult to resolve. The
collective evidence is a morass; it is no wonder that so
few organizations exploit research results successfully.

These e�ects are due to the following problems:

� Overall volume. The total number of reports on
maintenance is quite large. In principle this is positive,
but it also has two drawbacks: Gaining and maintain-
ing a representative overview of the literature is dif-
�cult and the quality of some of the contributions is
low.

� Variability. There is a multitude of rather di�erent
maintenance contexts and tasks, which makes under-
standing commonalities di�cult. This is an intrinsic
problem, which can possibly be controlled but not be
resolved.

� Incompleteness. Important information is often
missing in reports, in particular with respect to the
context of the results, but also about the results them-
selves or about their meaning.

� Incomparability. As a result of the lack of informa-
tion it is often almost impossible to relate the results

from di�erent reports even if they could be comparable
in principle.

� Missing baselines. It is frequently impossible to
understand data in reports because it is free-
oating:
without any reliable baseline or control group against
which to judge it.

� Ambiguity. Reports are often ambiguous because
some of their important terms have multiple possible
de�nitions (e.g. LOC, module, hour, design, develop-
ment, testing) but no de�nition is provided.

� Overall incompleteness. Even if one had a com-
plete overview of the literature, the resulting picture
would be distorted, because reports on failures are mis-
leadingly rare.

� Mixing report and interpretation. In many re-
ports it is not at all clear which parts refer to objective
facts (measured, counted, etc.) and which refer to es-
timations or subjective judgements.

Possible solutions

I conjecture that the following three countermeasures,
if implemented to a su�cient degree, would much re-
duce the problems mentioned above.

� Clari�ed terminology. We need to use well-
de�ned terminology in our reports. Such terminology
must describe organizational context, structure of the
existing software, the maintenance tasks, and the ob-
served variables (such as cost, errors, etc.) Such termi-
nology could make reports more complete and precise,
less ambiguous, and easier to compare and would make
it easier to separate interpretation from facts. Due to
the high variability of maintenance situations, de�ning
a terminology that is always appropriate is quite dif-
�cult. Furthermore, the task here is not only de�ning
such a terminology | partial suggestions do exist |,
but also convincing people to use it (and use it cor-
rectly). One way of doing this might be to popularize
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a restricted language, for instance as provided by the
schema of a database of maintenance results. Hence,
the next solution proposed below might imply solving
the terminology problem as well.

� Global results database. Most studies of mainte-
nance produce quantitative (or at least ordinal quali-
tative) results of one form or another. It would be ex-
tremely useful if the researchers collected such results
and represented them in a common format in a sin-
gle database: due to automatic processing capabilities,
the large number of reports will then become manage-
able; the reporters can more easily avoid leaving out
information accidentally; the terminology is implicitly
uni�ed and ambiguity is reduced through the database
schema; and interpretation becomes more clearly sep-
arated from raw result reporting.
As a result, large-scale meta-analyses become feasible
that will allow for building complex quantitative sta-
tistical models for understanding the maintenance pro-
cess and will also indicate areas where more research
is needed.
One remaining problem would be missing baselines,
but the database would make this problem clearly vis-
ible and would encourage research in appropriate for-
mats such as comparative case studies or even con-
trolled experiments.
The second remaining problem would be the distortion
due to missing reports of failures.

� Encouraging reports of failures. We need to
explicitly call for reports on failed improvements at-
tempts, counter-intuitive results, and results contra-
dicting \common wisdom". Only if we get to read
these \odd" results, we will be able to understand our
results globally, to form useful predictive models of the
maintenance process, and to validate and improve our
research methods.

Obstacles

Unfortunately, there are strong roadblocks opposing
the implementation of the above-mentioned remedies:

� Di�erent backgrounds. The di�erent contexts,
approaches, and educational/professional backgrounds
of those working in maintenance research make it dif-
�cult to �nd terminology that \feels familiar" and is
acceptable for all of them. Worse, the inhabitants of
the software �eld apparently love creating new terms
(even unnecessarily) but rarely include proper de�ni-
tions for them.

� Lack of resources. Building and maintaining a re-
sults database is a major e�ort and makes sense only if
it can be kept up for many years. It is unclear which or-
ganization has su�cient resources. Validating submit-
ted data for ensuring the data quality of the database

is technically di�cult and politically delicate. Further-
more, the database will only have su�cient submissions
if the users trust the competence and endurance of its
hosting organization.

� Lack of individual bene�t. Users will not submit
to the database unless they get some noticeable bene�t
back. It is unclear how to provide such bene�t.

� Inherent di�culty. Due to the multitude of di�er-
ent characteristics of maintenance situations and main-
tenance research approaches it will be di�cult to de�ne
a database schema that can represent most or all re-
sult data adequately and unambiguously and that can
evolve over time as required by shifting maintenance
technology, methods, and circumstances.

� Trade secrets. Even if a database was created,
most companies would be reluctant to allow su�ciently
detailed information be reported. It is unclear to what
degree this problem could be overcome if anonymity
was guaranteed (which is technically feasible).

� Short-sighted success orientation. A strong
preference for success, deeply rooted in most cultures,
makes it di�cult to \admit" and report a failure,
even if that will clearly contribute to overall research
progress and success in the long run.

Conclusion

Obviously, the situation is not an easy one, because the
roadblocks to implementing the solutions are severe.
However, perhaps it is time that we direct our frustra-
tion about the bad shape of much of our evidence into
a serious attempt at designing and deploying a cen-
tral maintenance research results database | with the
side-e�ect of ameliorating the terminology problem.

Making failures more visible is partly in the hands of
editors and conference organizers. A reviewed publi-
cation that invites reports on failures (from all parts
of computer science and software engineering) already
exists: the Forum for Negative Results [1].
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