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Abstract

80 implementations of the same set of requirements, created by 74 different programmers in vari-
ous languages, are compared for several properties, such as run time, memory consumption, source
text length, comment density, program structure, reliability, and the amount of effort required for
writing them. The results indicate that, for the given programming problem, “scripting languages”
(Perl, Python, Rexx, Tcl) are more productive than conventional languages. In terms of run time
and memory consumption, they often turn out better than Java and not much worse than C or C++.
In general, the differences between languages tend to be smaller than the typical differences due to
different programmers within the same language.
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1 Onlanguage comparisons

When it comes to the pros and cons of various programming languages, programmers and computer scientists
alike are usually highly opinionated. In contrast, only relatively little high-quality objective information is
available about the relative merits of different languages. The scientific and engineering literature provides
many comparisons of programming languages — in different ways and with different restrictions:

Some are purely theoretical discussions of certain language constructs. The many examples range from Dijk-
stra’s famous letter “Go To statement considered harmful” [6] to comprehensive surveys of many languages
[4, 16]. These are non-quantitative and usually partly speculative. Some such works are more or less pure
opinion-pieces.

Some are benchmarks comparing a single implementation of a certain program in either language for expres-
siveness or resource consumption, etc.; an example is [10]. Such comparisons are useful, but extremely narrow
and hence always slightly dubious: Is each of the implementations adequate? Or could it have been done much
better in the given language? Furthermore, the programs compared in this manner are sometimes extremely
small and simple.

Some are narrow controlled experiments, e.g. [7, 14], often focusing on either a single language construct, e.g.
[13, p.227], or a whole notational style, e.g. [13, p.121], [18].

Some are empirical comparisons based on several and larger programs, e.g. [9]. They discuss for instance
defect rates or productivity figures. The problem of these comparisons is lack of homogeneity: Each language
is represented by different programs and it is unclear what fraction of the differences (or lack of differences)
originates from the languages as such and what fraction is due to different programmer backgrounds, different
software processes, different application domains, different design structures, etc.

The present work provides some objective information comparing several languages, namely C, C++, Java,
Perl, Python, Rexx, and Tcl. It has the following features:

e The same program (i.e. an implementation of the same set of requirements) is considered for each
language. Hence, the comparison is narrow but homogeneous.

e For each language, we analyze not a single implementation of the program but a number of separate
implementations by different programmers. Such a group-wise comparison has two advantages. First, it
smoothes out the differences between individual programmers (which threaten the validity of any com-
parison based on just one implementation per language). Second, it allows to assess and compare the
variability of program properties induced by the different languages.

e Several different aspects are investigated, such as program length, amount of commenting, run time
efficiency, memory consumption, and reliability.

2 Origin of the programs

The programs analyzed in this report come from two different sources. The Java, C, and C++ programs were
produced in the course of a controlled experiment, the others were produced under less well understood condi-
tions and were submitted by Email.

The programming task was a program (calfggbnecodethat maps telephone numbers into strings of words
according to a given dictionary and a fixed digit-to-character encoding. It will be described in Section 4.
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2.1 Non-script group: C, C++, Java

All C, C++, and Java programs were produced in 1997/1998 during a controlled experiment comparing the
behavior of programmers with and without previous PSP (Personal Software Process [11]) training. All of the
subjects were Computer Science master students. They chose their programming language freely. The subjects
were told that their main goal should be producing a correct (defect-free) program. A high degree of correctness
was ensured by an acceptance test. The sample of programs used here comprises only those that passed the
acceptance test. Several subjects decided to give up after zero, one, or several attempts at passing this test.

Detailed information about the subjects, the experimental procedure, etc. can be found in [17].

2.2 Script group: Perl, Python, Rexx, Tcl

The Perl, Python, Rexx, and Tcl programs were all submitted in late 1999 by volunteers after | had
posted a “Call for Programs” on several Usenet newsgroups (comp.lang.perl.misc, de.comp.lang.perl.misc,
comp.lang.rexx, comp.lang.tcl, comp.lang.tcl.announce, comp.lang.python, comp.lang.python.announce) and
one mailing list (called “Fun with Perl”, fwp@technofile.org).

For four weeks after that call, the requirements description and test data were posted on a website for viewing
and download. The participants were told to develop the program, test it, and submit it by email. There was no
registration and | have no way of knowing how many participants started to write the program but gave up.

Detailed information about the submission procedure can be found in Section 4.

For brevity (and for brevity only), | will often refer to this set of languages (Perl, Python, Rexx, Tcl) as
script languagesand to the respective programs sgipts The other three languages (C, C++, Java) will
correspondingly be calledon-script languageghe programs ason-scripts

3 Validity: Are these programs comparable?

The rather different conditions under which these programs were produced raise an important question: Is it
fair to compare these programs to one another or would such a comparison say more about the circumstances
than it would say about the programs? Put differently: Is our comparison valid? The following subsections
discuss problems that threaten the validity. The most important threats usually occur between the language
groups script and non-script; a few caveats when comparing one particular script language to another or one
non-script language to another also exist and will be discussed where necessary.

3.1 Programmer capabilities

The average capabilities of the programmers may differ from one language to the other.

It is plausible that the Call for Programs has attracted only fairly competent programmers and hence the script

programs reflect higher average programmer capabilities than the non-script programs. However, two observa-
tions make me estimate this difference to be small. First, with some exceptions, the students who created the
non-script programs were also quite capable and experienced (see [17]). Second, some of the script program-
mers have described themselves as follows:

“Most of the time was spent learning the language not solving the problem.”
“Things | learned: [...] Use a fguage you really know.”
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“First real application in python.”

“It was only my 4th or 5th Python script.”

“I'm not a programmer but a system administrator.”

“I'm a social scientist.”

“I'am a VLSI designer (not a programmer) and my algorithms/coding-style may reflect this.”
“This is my first Tcl prog. I'm average intelligence, but tend to work hard.”

“Insight: Think before you code. [...] A lot of time was lost on testing and optimising the bad
approach.”

Taken together, | expect that the script and non-script programmer populations are roughly comparable — at
least if we ignore the worst few from the non-script group, because their would-be counterparts in the script
group have probably given up and not submitted a program at all. Let’s keep this in mind for the interpretation
of the results below.

Within the language groups, some modest differences between languages also occurred: In the non-script group,
the Java programmers tend to be less experienced than the C and C++ programmers for two reasons. First, most
of the noticeably most capable subjects chose C or C++, and second, nobody could have many years of Java
experience at the time, because the experiment was conducted in 1997 and 1998, when Java was still fairly
young.

In the script group, my personal impression is that the Perl subjects tended to be more capable than the others.
The reasons may be that the Perl language appears to irradiate a strange attraction to highly capable program-
ming fans and that the “fun with Perl” mailing list on which | posted the call for programs appears to reach a
particularly high fraction of such persons.

3.2 Work time reporting accuracy

The work times reported by the script programmers may be inaccurate.

In contrast to the non-script programs from the controlled experiment, for which we know the real programming
time accurately, nothing kept the script programmers from “rounding down” the working times they reported
when they submitted their program. Some of them also reported they had had to estimate their time, as either
they did not keep track of it during the actual programming work or they were mixing too much with other tasks
(“many breaks to change diapers, watch the X-files, etin’particular, some apparently read the requirements
days before they actually started implementing the solution as is illustrated by the following quotes:

“Design: In my subconscious for a few days”

“The total time does not include the two weeks between reading the requirements and starting to
design/code/test, during which my subconscious may have already worked on the solution”

“The actual time spent pondering the design is a bit indeterminate, as | was often doing other things
(eating cheese on toast, peering through the snow, etc).”

However, there is evidence (described in Section 5.7) that at least on the average the work times reported are

reasonably accurate for the script group, too: The old rule of thumb, saying the number of lines written per
hour is independent of the language, holds fairly well across all languages.

3.3 Different task and different work conditions

The requirements statement, materials provided, work conditions, and submission procedure were different for
the script versus non-script group.
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The requirements statement given to both the non-script and the script programmers said that correctness was
the most important aspect for their task. However, the announcement posted for the script programmers (al-
though not the requirements description) also made a broader assignment, mentioning programming effort,
program length, program readability/modularization/maintainability, elegance of the solution, memory con-
sumption, and run time consumption as criteria on which the programs might be judged.

This focus difference may have directed somewhat more energy towards producing an efficient program in
the script group compared to the non-script group. On the other hand, two things will have dampened this
difference. First, the script group participants were explicitly t®ltbase do not over-optimize your program.
Deliver your first reasonable solutian®econd, in the non-script group highly inefficient programs were filtered

out and sent back for optimization in the acceptance test, because the test imposed both a time and memory
limit* not present in the submission procedure of the script group.

There was another difference regarding the acceptance test and reliability measurement procedures: Both
groups were given a small dictionary (test.w, 23 words) and a small file of inputs (test.t) and correct out-
puts (test.out) for program development and initial testing, plus a large dictionary (woerter2, 73113 words).
The acceptance test for the non-script group was then performed using a randomly created input file (different
each time) and a medium-large dictionary of 20946 words. A failed acceptance test cost a deduction of 10
Deutschmarks from the overall compensation paid for successful participation in the experiment, which was 50
Deutschmarks (about 30 US Dollars).

In contrast, the script group was given both the input file z1000.in and the corresponding correct outputs
z1000.out that are used for reliability measurement in this report and could perform as many tests on these
data as they pleased.

Possessing these data is arguably an advantage for the script group with respect to the work time required. (Note
that the acceptance test in the non-script group automatically flagged and reported any mistakes separately while
the script group had to perform the comparison of correct output and actual output themselves. The web page
mentioned that the Unix utilities sort and diff could be used for automating this comparison.)

A more serious problem is probably the different working regime: As mentioned above, many of the script
group participants thought about the solution for several days before actually producing it, whereas the non-
script participants all started to work on the solution right after reading the requirements. This is probably an
advantage for the script group. However, for more than two thirds of the non-script group one or several longer
work breaks (for the night or even for several days) occurred as well.

Summing up we might say that the tasks of the two groups are reasonably similar, but any specific comparison
must clearly be taken with a grain of salt. There was probably some advantage for the script group with respect
to work conditions: some of them used unmeasured thinking time before the actual implementation work.
Hence, only severe results differences should be relied upon.

3.4 Handling a misunderstood requirement

There was one important statement in the requirements that about one third of all programmers in both groups
misunderstood at first (see Section 4.3), resulting in an incorrect program. Since only few of these programmers
were able to resolve the problem themselves, help was required. This help was provided to the non-script
programmers as follows: When they failed an acceptance test due to this problem, the respective sentence in
the requirements was pointed out to them with the advice of reading it extremely carefully. If they still did
not find the problem and approached the experimenter for further help, the misunderstanding was explained to
them. All of these programmers were then able to resolve the problem. In most cases, correcting the mistake
in a faulty program was trivial.

164 MB total, 30 seconds maximum per output plus 5 minutes for loading on a 143 MHz Sparc Ultra |.



3.5 Otherissues 7

For the script programmers, no such interaction was possible, hence the requirements description posted on
the web contained a pointer to a “hint”, with the direction to first re-read the requirements carefully and open
the hint only if the problem could not be resolved otherwise. The exact wording and organization is shown in
Section 4 below.

The easier access to the hint may have produced an advantage (with respect to work time) for the script-group,
but it is hard to say whether or to which extent this has happened. On the other hand, a few members of the
script group had a hard time understanding the actual formulation of the hint. My personal impression based
on my observations of the non-script group and on the feedback | have received from participants of the script
group is that the typical work time penalty for misunderstanding this requirement was similar in the script and
non-script group.

3.5 Otherissues

The non-script programmers had a further slight disadvantage, because they were forced to implement on a
particular computer. However, they did not complain that this was a major problem for them. The script
programmers used their own machine and programming environment.

The Rexx programs may experience a small disadvantage because the platform on which they will be evaluated
(a Rexx implementation called “Regina”) is not the platform on which they were originally developed. The
Java programs were evaluated using a much newer version of the JDK (Java Development Kit) than the one
they were originally developed with. These context changes are probably not of major importance, though.

3.6 Summary

Overall, it is probably fair to say that

¢ due to the design of the data collection, the data for the script groups will reflect several relevant (although
modest) a-priori advantages compared to the data for the non-script groups and

¢ there are likely to be some modest differences in the average programmer capability between any two of
the languages.

Due to these threats to validity, we should discount small differences between any of the languages, as these
might be based on weaknesses of the data. Large differences, however, are likely to be valid.

4 The programming problem: phonecode

The problem solved by the participants of this study (i.e. the authors of the programs investigated here) was
calledphonecode

The exact problem description given to the subjects in the non-script group is printed in the appendix of [17].
The following subsections reproduce the description given on the web page for the participants of the script
group. It is equivalent with respect to the functional requirements of the program, but different with respect to
the submission procedure etc.

Underlined parts of the text were hyperlinks in the original web page.
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4 THE PROGRAMMING PROBLEM: PHONECODE

4.1 The procedure description

(First few paragraphs left out)

The purpose of this website is collecting many implementations of this same program in scripting languages for comparing
these languages with each other and with the ones mentioned above. The languages in question are

e Perl

e Python

o Rexx

Tcl

The properties of interest for the comparison are

programming effort

program length

program readability/modularization/maintainability

elegance of the solution

memory consumption

run time consumption

correctness/robustness

Interested?

If you are interested in participating in this study, please create your own implementatiorRbfdhecodg@rogram (as
described below) and send it to me by email.

I will collect programsauntil December 18, 1999 After that date, | will evaluate all programs and send you the results.

Theeffort involved in implementing phonecode depends on how many mistakes you make underways. In the previous
experiment, very good programmers typically finished in about 3 to 4 hours, average ones typically take about 6 to 12
hours. If anything went badly wrong, it took much longer, of course; the original experiment saw times over 20 hours for
about 10 percent of the participants. On the other hand, the problem should be much easier to do in a scripting language
compared to Java/C/C++, so you can expect much less effort than indicated above.

Still interested?

Great! The procedure is as follows:

1. Read the task descriptior the “phonecode” benchmark. This describes what the program should do.

2. Download

the small test dictionary test,w

the small test input file test.t

the corresponding correct results test.out
the real dictionary woerter2

a 1000-input file z100Q.t

the corresponding correct results z100Q.out
orall of the abovetogether in a single zip file

3. Fetch this program headdill it in, convert it to the appropriate comment syntax for your language, and use it as
the basis of your program file.
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4. Implement the program, using only a single file.
(Make sure you measure the time you take separately for design, coding and testing/debugging.) Once running,
test it using test.w, test.t, test.out only, until it works for this data. Then and only then start testing it using woerter2,
z1000.t, z1000.out.
This restriction is necessary because a similar ordering was imposed on the subjects of the original experiment as
well — however, it is not helpful to use the large data earlier, anyway.

5. A note on testing:

e Make sure your program works correctly. When fed with woerter2 and z1000.t it must produce the contents
of z1000.out (except for the ordering of the outputs). To compare your actual output to z1000.out, sort both
and compare line by line (using diff, for example).

e If you find any differences, but are convinced that your program is correct and z1000.out is wrong with
respect to the task description, then re-read the task description very carefully. Many people misunderstand
one particular point.

(I absolutely guarantee that z1000.out is appropriate for the given requirements.)
If (and only if!) you still don't find your problem after re-reading the requirements very carefully, then read
this hint

6. Submit your program by email to prechelt@ira.ukaufgng Subject: phonecode submissiorand preferably
inserting your program as plain text (but watch out so that your email software does not insert additional line
breaks!)

7. Thank you!

Constraints

e Please make sure your program runs on Perl 5.003, Python 1.5.2, Tcl 8.0.2, or Rexx as of Regina 0.08g, respec-
tively. It will be executed on a Solaris platform (SunOS 5.7), running on a Sun Ultra-Il, but should be platform-
independent.

e Please use only a single source program file, not several files, and give that file the name phonecode.xx (where xx
is whatever suffix is common for your programming language).

e Please do not over-optimize your program. Deliver your first reasonable solution.
e Please be honest with the work time that you report; there is no point in cheating.

e Please design and implement the solution alone. If you cooperate with somebody else, the comparison will be
distorted.

4.2 Task requirements description

Consider the following mapping from letters to digits:

E|IJNQ|RWX|DSY|FT|AM | CIV |BKU|LOP|GHZ
e| jng | rwx dsy | ft | am | civ | bku | lop | ghz
0 1 2 3 4 5 6 7 8 9

We want to use this mapping for encoding telephone numbers by words, so that it becomes easier to remember the
numbers.

Functional requirements

Your task is writing a program that finds, for a given phone number, all possible encodings by words, and prints them. A
phone number is aarbitrary(!) string of dashes(), slashes/() and digits. The dashes and slashes will not be encoded.
The words are taken from a dictionary which is given as an alphabetically sorted ASCI| file (one word per line).

Only exactly each encoding that is possible from this dictionary and that matches the phone number exactly shall be
printed. Thus, possibly nothing is printed at all. The words in the dictionary contain letters (capital or small, but the
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difference is ignored in the sorting), dashe$ &nd double quotes |J. For the encoding only the letters are used, but the
words must be printed in exactly the form given in the dictionary. Leading non-letters do not occur in the dictionary.

Encodings of phone numbers can consist of a single word or of multiple words separated by spaces. The encodings are
built word by word from left to right. If and only if at a particular point no word at all from the dictionary can be inserted,

a single digit from the phone number can be copied to the encoding instead. Two subsequent digits are never allowed,
though. To put it differently: In a partial encoding that currently covedgits, digitk + 1 is encoded by itself if and only

if, first, digit k was not encoded by a digit and, second, there is no word in the dictionary that can be used in the encoding
starting at digit: + 1.

Your program must work on a series of phone numbers; for each encoding that it finds, it must print the phone number
followed by a colon, a single(!) space, and the encoding on one line; trailing spaces are not allowed.

All remaining ambiguities in this specification will be resolved by the follong@mple (Still remaining ambiguities
are intended degrees of freedom.)

Dictionary (in filetestw ):

an
blau
Bo"
Boot
bo"s
da

Fee
fern
Fest
fort

je
jemand
mir

Mix
Mixer
Name
neu
o"d

Ort

SO

Tor
Torf
Wasser

Phone number list (in fileest.t ):

112

5624-82

4824
0721/608-4067
10/783--5
1078-913-5
381482

04824

Program start command:

phonecode test.w test.t

Corresponding correct program output (on screen):
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5624-82: mir Tor
5624-82: Mix Tor
4824: Torf

4824: fort

4824: Tor 4
10/783--5: neu o"d 5
10/783--5: je bo"s 5
10/783--5: je Bo" da
381482: so 1 Tor
04824: 0 Torf
04824: 0 fort
04824: 0 Tor 4

Any other output would be wrong (except for different ordering of the lines).

Wrongoutputs for the above example would be e.g.

562482: Mix Tor , because the formatting of the phone number is incorrect,

10/783--5: je bos 5 , because the formatting of the second word is incorrect,

4824: 4 Ort , because in place of the first digit the wondsf, fort, Tor could be used,
1078-913-5: je Bo" 9 1 da , since there are two subsequent digits in the encoding,
04824: 0 Tor , because the encoding does not cover the whole phone number, and
5624-82: mir Torf , because the encoding is longer than the phone number.

The above data are available to you in the fiest.w  (dictionary),testt  (telephone numbers) andst.out
(program output).

Quantitative requirements

Length of the individual words in the dictionary: 50 characters maximum.
Number of words in the dictionary: 75000 maximum

Length of the phone numbers: 50 characters maximum.

Number of entries in the phone number file: unlimited.

Quality requirements

Work as carefully as you would as a professional software engineer and deliver a correspondingly high grade program.

Specifically, thoroughly comment your source code (design ideas etc.).

The focus during program construction shall be on correctnessGeneratexactlythe right output format right from

the start. Do not generate additional output. | will automatically test your program with hundreds of thousands of phone
numbers and it should not make a single mistake, if possible — in particular it must not crash. Take yourself as much

time as is required to ensure correctness.

Your program must be run time efficient in so far that it analyzes only a very small fraction of all dictionary entries

in each word appending step It should also be memory efficient in that it does not use 75000 times 50 bytes for storing
the dictionary if that contains many much shorter words. The dictionary must be read into main memory entirely, but you

must not do the same with the phone number file, as that may be arbitrarily large.

Your program needot be robust against incorrect formats of the dictionary file or the phone number file.

4.3 The hint

The “hint” referred to in the procedure description shown in Section 4.1 actually refers to a file containing only

the following:
Hint

Please do not read this hint during preparation.
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Read it only if youreally cannot find out what is wrong with your program and why its output does not conform to
z1000.out although you think the program must be correct.

If, and only if, you are in that situatiomow, read the actual hint

The link refers to the following file:
Hint

If your program finds a superset of the encodings shown in z1000.out, you have probably met the following pitfall.

Many people first misunderstand the requirements with respect to the insertion of digits as follows. They insert a digit
even if they have inserted a word at some point, but could then not complete the encoding up to the end of the phone
number. That is, they use backtracking.

This is incorrect. Encodings must be built step-by-step strictly from left to right; the decision whether to insert a digit or
not is made at some point and, once made, must never be changed.

Sorry for the confusion. The original test had this ambiguity and to be able to compare the new work times with the old
ones, the spec must remain as is. If you ran into this problem, please report the time you spent finding and repairing; put
the number of minutes in the 'special events’ section of the program header comment. Thanks a lot!

5 Results

The programs were evaluated using the same dictionary woerter2 as given to the participants. Three different
input files were used: z1000 contains 1000 non-empty random phone numbers, m1000 contains 1000 arbitrary
random phone numbers (with empty ones allowed), and z0 contains no phone number at all (for measuring
dictionary load time alone).

Extremely slow programs were stopped after a timeout of 2 minutes per output plus 20 minutes for loading
the dictionary — three quarters of all programs finished the whole z1000 run with 262 outputs in less than 2
minutes!

5.1 Plots and statistical methods

The plots and statistical methods used in the evaluation are described in some detail in [17]; we only give a
short description here.

The main evaluation tool will be the multiple boxplot display, see for example Figure 2 on page 14. Each of
the “lines” represents one subset of data, as named on the left. Each small circle stands for one individual data
value. The rest of the plot provides visual aids for the comparison of two or more such subsets of data. The
shaded box indicates the range of the middle half of the data, that is, from the first quartile (25% quantile) to
the third quartile (75% quantile). The “whiskers” to the left and right of the box indicate the bottom and top
10% of the data, respectively. The fat dot within the box is the median (50% quantile). The “M” and the dashed
line around it indicate the arithmetic mean and plus/minus one standard error of the mean.

Most interesting observations can easily be made directly in these plots. For quantifying some of them, | will
also sometimes provide the results of statistical tests: Medians are compared using the Wilcoxon Rank Sum Test
(Mann-Whitney U-Test) and in a few cases means will be compared using the t-Test. All tests are performed
one-sided and all test results will be reportechaglues, that is, the probability that the observed differences
between the samples are only accidental and no difference (or a difference in the opposite direction) between
the underlying populations does indeed exist.
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Table 1:For each non-script programming language: Number of programs originally prepared (progs), number
of subjects that voluntarily participated a second time one year later (second), number of programs that did not
pass the acceptance test (unusable), and final number of programs used in the study (total). For each script
programming language: Number of programs submitted (progs), number of programs that are resubmissions
(second), number of programs that could not be run at all (unusable), and final number of programs used in
the study (total).

language| progs second unusable total
C 8 0 3 5
C++ 14 0 3 11
Java 26 2 2 24
Perl 14 2 1 13
Python 13 1 0 13
Rexx 5 1 1 4

Tcl 11 0 1 10
Total 91 6 11 80

At several points | will also provide confidence intervals, either on the differences in means or on the differences
in logarithms of means (that is, on the ratios of means). These confidence intervals are computed by Bootstrap-
ping. They will be chosen such that they are open-ended, that is, their upper end is at infinity. Bootstrapping is
described in more detail in [8].

Note that due to the caveats described in Section 3 all of these quantitative statistical inference results can
merely indicate trends; they should not be considered precise evidence.

For explicitly describing the variability within one group of values we will uselihd/good ratio Imagine the

data be split in an upper and a lower half, then the bad/good ratio is the median of the upper half divided by the
median of the lower half. In the boxplot, this is just the value at the right edge of the box divided by the value
at the left edge. In contrast to a variability measure such as the standard deviation, the bad/good ratio is robust
against the few extremely high values that occur in our data set.

5.2 Number of programs

As shown in Table 1, the set of programs analyzed in this study contains between 4 and 24 programs per
language, 80 programs overall. The results for C and Rexx will be based on only 5 or 4 programs, respectively,
and are thus rather coarse estimates of reality, but for all of the other languages there are 10 or more programs,
which is a broad-enough base for reasonably precise results. Note that the sample covers 80 different programs
but only 74 different authors.

5.3 Runtime

All programs were executed on a 300 MHz Sun Ultra-Il workstation with 256 MB memory, running under
SunOS 5.7 (Solaris 7); the compilers and interpreters are listed in Table 2

5.3.1 Total: z1000 data set

The global overview of the program run times on the z1000 input file is shown in Figure 1. We see that for
all languages a few very slow programs exist, but except for C++, Java and Rexx, at least three quarters of the
programs run in less than one minute.
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Table 2: Compilers and interpreters used for the various languages. Note on Java platform: The Java eval-
uation uses the JDK 1.2.2 Hotspot Reference version (that is, a not performance-tuned version). However,
to avoid unfair disadvantages compared to the other languages, the Java run time measurements will reflect
two modifications where appropriate: First, the JDK 1.2.1 Solaris Production version (with JIT) may be used,
because for short-running programs the tuned JIT is faster than the untuned Hotspot compiler. Second, some
programs are measured based on a special version of the java.util.Vector dynamic array class not enforcing
synchronization. This is similar to java.util. ArrayList in JDK 1.2, but no such thing was available in JDK 1.1 with
which those programs were written.
language compiler or execution platform

C GNU gcc 2.7.2

C++ GNU g++2.7.2
Java SunJDK 1.2.1/1.2.2
Perl perl 5.00502

Python python 1.5.2
Rexx Regina 0.08g

Tcl tcl 8.2.2
! ! ! !
S [ R— P— |
rexx | | T & oH,
python *JM ----- . Figure 1: Program run time on the
21000 data set. Three programs were
perl | ¢ S o o timed out with no output after about
21 minutes. One Tcl program took
Java o 5 00 o 202 minutes. The bad/good ratios
" range from 1.5 for Tcl up to 27 for
C++ % ) C++.
C e 0
| | | T
0 20 40 60

run time for z1000 [minutes]

o ] — SR
rexx (4 T o
python P TP I e e o . )
> Figure 2: Program run time on the
perl . }—@ —— M ] é z1000 data set. Equivalent to Fig-
ure 1, except that the axis is logarith-
Java bo b® 0 ®owo of ot lgo mic and indicates seconds instead of
c o minutes.
++ o o (] , oojo o
C o 4 o

4 16 64 256 1024 4096
run time for z1000 [seconds]
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In order to see and discriminate all of the data points at once, we can use a logarithmic plot as shown in Figure 2.
We can make several interesting observations:

e The typical (i.e., median) run time for Tcl is not significantly longer than that for Java (one-sided
Wilcoxon testp = 0.21) or even for C++% = 0.30).

e Don't be confused by the median for C++. Since the distance to the next larger and smaller points is
rather large, it is unstable. The Wilcoxon test, which takes the whole sample into account, confirms that
the C++ median in fact tends to be smaller than the Java megiar)(18).

e The median run times of Python are smaller than those of Rexx({.024), and Tcl { = 0.047).
e The median run times of Perl are also smaller than those of Rexx((.018), and Tcl { = 0.002).

e Except for two very slow programs, Tcl and Perl run times tend to have a smaller variability than the
run times for the other languages. For example, a one-sided bootstrap test for differences in interquartile
range of logarithmic run times (i.e. differences in box width in Figure 2) between Perl and Python
indicatesp = 0.15.

Remember not to over-interpret the plots for C and Rexx, because they have only few points.

If we aggregate the languages into only three groups, as shown in Figure 3, we find that the run time advantage
of C/C++ is not statistically significant: Compared to Scripts, the C/C++ advantage is accidental with proba-
bility p = 0.15 for the median and witlp = 0.11 for the log mean (via t-test). Compared to Java, the C/C++
advantage is accidental with= 0.074 for the median ang = 0.12 for the log mean.

Script N L T e el e o Figure 3: Program run time on the
z1000 data set on logarithmic axis;

Java Do bl o ®ow, of s just like Figure 2, except that the

samples for several languages are

cic++ | . H . o . fme 1 aggregated into larger groups. The
bad/good ratios are 4.1 for script, 18

for Java and 35 for C/C++.
4 16 64 256 1024 4096

run time for z1000 [seconds]

The larger samples of this aggregate grouping allow for computing reasonable confidence intervals for the
differences. A bootstrap-estimated confidence interval for the log run time means difference (that is, the run
time ratio) indicates that with 80% confidence a script will run at least 1.29 times as long as a C/C++ program
(but with higher log run time variabilityy = 0.11). A Java program must be expected to run at least 1.22 times
as long as a C/C++ program. There is no significant difference between average Java and Script run times.

5.3.2 Initialization phase only: z0 data set

We can repeat the same analysis for the case where the program only reads and stores the dictionary — most
programs also do some preprocessing in this phase to accelerate further execution. Figure 4 shows the corre-
sponding run time.

2Regarding the performance of Rexx, participant lan Collier pointed out that the otherwise high performance Regina interpreter
suffers from its fixed hashtable size for the phonecode problem, because the default size of 256 is too small. Increasing this value to
8192 (which requires recompiling Regina) reduced the run time of Collier's Rexx program from 53 seconds down to 12.
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tel - Hole ,
rexx o o e
thon oo @M — o i )
by Figure 4: Program run time for load-
perl H s ' e ing and preprocessing the dictionary
only (z0 data set). Note the logarith-
Java | &—— 8§90 o of 5o o . mic axis. The bad/good ratios range
from 1.3 for Tcl up to 7.5 for Python.
C++ | &4 o F=—= 7~ o
C L S | o
[ | | | | |
2 4 8 16 32 64

Script o —po g go® Gosls T Ho 0 w Figure 5: Program run time for load-
ing and preprocessing the dictionary
Java | F—— R e I . only (zO data set); just like Figure 2,
except that the samples for several
C/C++ o [V | ] languages are aggregated i_nto larger
groups. The bad/good ratio is about 3
for Script and C/C++ and 4.3 for Java.

2 4 8 16 32 64
run time for z0 [seconds]

We find that C and C++ are clearly faster in this situation than all other programs. The fastest script languages
are again Perl and Python. Rexx and Tcl are again slower than these and Java is faster.

For the aggregate grouping (Figure 5) we find that, compared to a C/C++ program, a Java program will run at
least 1.3 times as long and a script will run at least 5.5 times as long (at the 80% confidence level). Compared
to a Java program, a script will run at least 3.2 times as long.

5.3.3 Search phase only

Finally, we may subtract this run time for the loading phase (zO data set) from the total run time (z1000 data
set) and thus obtain the run time for the actual search phase only. Note that these are time differences from two
separate program runs. Due to the measurement granularity, a few zero times result. These were rounded up to
one second. Figure 6 shows the corresponding run times.

We find that very fast programs occur in all languages except for Rexx and Tcl and very slow programs occur
in all languages without exception. More specifically:

e The median run time for Tcl is longer than that for Pythgn= 0.10), Perl = 0.012), and C p =
0.099), but shorter than that of Rexx & 0.052).

e The median run times of Python are smaller than those of Rexx (.007), and Tcl p = 0.10). They
even tend to be smaller than those of Java-(0.13).
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T T T T T T for Script, 34 for Java, and over 50 for
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run time for z1000 after loading [seconds] to the estimated lower bound).

e The median run times of Perl are smaller than those of Rexx(.018), Tcl (p = 0.012), and even Java
(p = 0.043).

e Although it doesn't look like that, the median of C++ is not significantly different from any of the others
(two-sided tests yield.26 < p < 0.92).
The aggregated comparison in Figure 7 indicates no significant differences between any of the groups, neither
for the pairs of mediang(> 0.14) nor for the pairs of meang (> 0.20).

However, a bootstrap test for differences of the box widths indicates that with 80% confidence the run time
variability of the Scripts is smaller than that of Java by a factor of at least 2.1 and smaller than that of C/C++
by a factor of at least 3.4.

5.4 Memory consumption

How much memory is required by the programs?
Figure 8 shows the total process size at the end of the program execution for the 1000 input file.

Several observations are interesting:

e The most memory-efficient programs are clearly the smaller ones from the C and C++ groups.

e The least memaory-efficient programs are the clearly the Java programs.
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e Except for Tcl, only few of the scripts consume more memory than the worse half of the C and C++
programs.

e Tcl scripts require more memory than other scripts.

e For Python and Perl, the relative variability in memory consumption tends to be much smaller than for C
and in particular C++.

e A few (but only a few) of the scripts have a horribly high memory consumption.

e On the average (see Figure 9) and with a confidence of 80%, the Java programs consume at least 32
MB (or 297%) more memory than the C/C++ programs and at least 20 MB (or 98%) more memory than
the script programs. The script programs consume only at least 9 MB (or 85%) more than the C/C++
programs.

| conclude that the memory consumption of Java is typically more than twice as high as that of scripts, and

scripts are not necessarily worse than a program written in C or C++, although they cannot beat a parsimonious
C or C++ program.

5.5 Program length and amount of commenting

How long are the programs?
How much commenting do they contain?
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Figure 10 shows the number of lines containing anything that contributes to the semantics of the program in
each of the program source files, e.g. a statement, a declaration, or at least a delimiter such as a closing brace
(end-of-block marker).

tcl ot & b o

rexx

python 0@7{, .
perl o u- b o

Figure 10:Program length, measured
in number of non-comment source
lines of code. The bad/good ratios

Java o o fapy we® % 8, fo o o range from 1.3 for C up to 2.1 for Java
and 3.7 for Rexx.
C++ o o @M 0
C “}—1 0

0 100 200 300 400 500 600
program length [statement LOC]

We see that non-scripts are typically two to three times as long as scripts. Even the longest scripts are shorter
than the average non-script.

tcl | o . O F——b
rexx o - R
python o o M . & Figure 11: Percentage of com-
| — ment lines plus commented state-
per o Bofob o ment lines, relative to the number of
Java e statement lines. The bad/good ratios
AR B ° ’ range from 1.3 for Rexx up to 4.2 for
C++ o-?M@- - . Tcl.
C Ve H,

At the same time, scripts tend to contain a significantly higher density of comments (Figure 11), with the non-
scripts averaging a median of 22% as many comment lines or commented lines as statement lines and the scripts

50

T
100

comment density [% of stmt LOC]

averaging 34%; = 0.020).

5.6 Program reliability

Do the programs conform to the requirements specification?

How reliable are they?

150



20 5 RESULTS

Each of the programs in this data set processes correctly the simple example dictionary and phone number
input file that was given (including a file containing the expected outputs) to all participants for their program
development.

However, with the large dictionary woerter2 and the partially quite strange and unexpected “phone humbers” in
the larger input files, not all programs behaved entirely correctly. The percentage of outputs correct is plotted
in Figure 12.

|
tcl *
rexx o P L
python *
perl o 0T M& Figure 12: Program output reliability
Java M# in percent for the 21000 input file.
C++ o L Mﬂ
C |- = o L
| | | | | |
0 20 40 60 80 100

reliability [percent]

5 programs (1 C, 1 C++, 1 Perl) produced no correct outputs at all, either because they were unable to load
the large dictionary or because they were timed out during the load phase. 2 Java programs failed with near-
zero reliability for other reasons and 1 Rexx program produced many of its outputs with incorrect formatting,
resulting in a reliability of 45 percent.

Script . H " e
. Figure 13: Program output reliability
Java . o } in percent (except for those programs
77777777777777 I with reliability below 50 percent), with
C/C++ — * — languages aggregated into groups.

T T T T T T 1
97.0 97.5 98.0 98.5 99.0 99.5 100.0
reliability [percent]

If we ignore the above-mentioned highly faulty programs and compare the rest (that is, all programs with
reliability over 50 percent, hence excluding 13% of the C/C++ programs, 8% of the Java programs, and 5% of
the script programs; Figure 13) by language group, we find that C/C++ programs are less reliable than both the
Java and the script programs €< 0.0004 for the medianp < 0.04 for the mean). These differences, however,

all depend on just a few programs showing one or the other out of a small set of different behaviors and should
hence not be over-generalized. On the other hand, since these differences show exactly the same trend as the
fractions of highly faulty programs mentioned above, there is good evidence that this ordering of reliability
among the language groups in the present experiment is real. Remember that the advantage of the scripts may
be due to the better test data available to the script programmers.

It is very instructive to compare the behavior on the more evil-minded input file m1000, again disregarding the
programs already known as faulty as described above. The m1000 input set also contains phone numbers whose
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length and content is random, but in contrast to 21000 it even allows for phone numbers that do not contain any
digits at all, only dashes and slashes. Such a phone number always has a correct encoding, namely an empty
oné, but one does not usually think of such inputs when reading the requirements. Hence the m1000 input file
tests the robustness of the programs. The results are shown in Figure 14.

Script 8 R
Figure 14: Program output reliability
Java y T Moo . ofd for the m1000 input file in percent (ex-
cept for those programs whose z1000
ClC++ ) @ reliability was below 50 percent), with
| : | | | | languages aggregated into groups.
0 20 40 60 80 100

reliability [percent]

Most programs cope with this situation well, but half of the Java programs and 4 of the script programs (1
Tcl and 3 Python) crash when they encounter the first empty phone number (which happens after 10% of the
outputs), usually due to an illegal string subscript or array subscript. Note that the huge size of the box for
the Java data in Figure 14 is quite arbitrary; it completely depends on the position of the first empty telephone
number within the input file.

Except for this phenomenon, there are no large differences. 13 of the other programs (1 C, 5 C++, 4 Java, 2
Perl, 2 Python, 1 Rexx) fail exactly on the three empty phone numbers, but work allright otherwise, resulting
in a reliability of 98.4%.

Summing up, it appears warranted to say that the scripts are not less reliable than the non-scripts.

5.7 Worktime

How long have the programmers taken to design, write, and test the program?

5.7.1 Data

Figures 15 and 16 show the total work time as reported by the script programmers and measured for the non-
script programmers.

As we see, scripts (total median 3.1 hours) take less than half as long as non-scripts (total median 10.0 hours).
Note that the meaning of the measurements is not exactly the same: First, non-script times always include
the time required for reading the requirements (typically around 15 minutes), whereas many of the script par-
ticipants apparently did not count that time. Second, some of the script participants estimated (rather than
measured) their work time. Third, we do not know whether all script participants were honest in their work
time reporting. Fourth, and most importantly, all of the non-script participants started working on the solution
immediately after reading the requirements, whereas some of the script participants started only days later but
did not include the time in which they were thinking, perhaps subconsciously, about the program design in the
meantime (see the quotes in Section 3 above).

3Note that this is arguable. See Appendix B
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5.7.2 Validation

Fortunately, there is a way how we can check two things at once, namely the correctness of the work time
reporting and the equivalence of the programmer capabilities in the script versus the non-script group. Note that
both of these possible problems, if present, will tend to bias the script group work times downwards: we would
expect cheaters to fake their time to be smaller, not larger, and we expect to see more capable programmers
(rather than less capable ones) in the script group compared to the non-script group if programmer capabilities
are different on average.

This check relies on an old rule of thumb, which says that programmer productivity measured in lines of code
per hour (LOC/hour) is roughly independent of the programming language: With a few extreme exceptions
such as APL or Assembler, the time required for coding and testing a program will often be determined by the
amount of functionality that can be expressed per line, but the time required per line will be roughly constant.

This rule is mostly an empirical one, but it can be explained by cognitive psychology: Once a programmer is
reasonably fluent in a programming language, one line of code is the most important unit of thinking (at least
during coding and debugging phases). If that is dominant, though, the capacity limit of short term memory (7
units plus or minus two) suggests that the effort required for constructing a program that is much longer than 7
lines may be roughly proportional to its number of lines, because the time required for correctly creating and
handling one unit is constant and independent of the amount of information represented by the unit [15, 19].

Actually, two widely used effort estimation methods explicitly assume the productivity in lines of code per hour
is independent of programming language:

The firstis Barry Boehm’s CoCoMo [3]. This popular software estimation model uses software size measured in
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Table 3:Excerpt from Capers Jones’ programming language table for the languages used in this study. LL is
the language level and LOC/FP is the number of lines of code required per function point. See the main text
for an explanation.

language| LL LOC/FP
C 35 91
C++ 6 53
Java 6 53
Perl 15 21
Python | — —
Rexx 7 46
Tcl 5 64

LOC as an input and predicts both cost and schedule. Various so-cafiedriversallow adjusting the estimate
according to, for instance, the level of domain experience, the level of programming language experience, the
required program reliability etc. However, the level of programming language used is not one of these cost
drivers, because, as Boehm writél,was found [...] that the anount of effort per source statement was
highly independent of language level[3, p.477]. He also cites independent research suggesting the same
conclusion, in particular a study from IBM by Walston and Felix [20].

The second is Capers Jordasguage listfor the Function Point [1] method. Function Points are a software size
metric that depends solely on program functionality and is hence independent of programming language [2].
Jones publishes a list [5] of programming languages, which indicates for each language LOC/FP (the number
of lines typically required to implement one function point) and the so-cédleguage level L, a productivity

factor indicating the number of function points that can be realized per time unit T with this language: LL =
FP/T. T depends on the capabilities of the programmers etc. In this list, LL is exactly inversely proportional
to LOC/FP; concretely LILOC/FP = 320, which is just a different way of saying that the productivity of

any language is a fixed 320 LOC per fixed time unit T. Independent studies confirming language productivity
differences with respect to function points per time have also been published, e.g. [12]. Table 3 provides the
relevant excerpt from the language table and Figure 17 relates this data to the actual productivity observed in
the present study.

Figure 17:Actual median work times
of each language compared to those
we would expect from the relative pro-
ductivity as given in Capers Jones’
programming language list [5], nor-
malized such that the Java work times
are exactly as predicted. We find that
the language list underestimates the
productivity of C and Tcl for this prob-

actual lem. For the phonecode problem, C
Q is almost as well-suited as C++ at
x least given the approaches used by
most participants, in contrast to the
language levels indicated by Jones.
For Tcl, the given language level of 5
0 5 10 15 20 may be a typo which should read “15”
instead. For the other languages, the
prediction of the table is reasonably
accurate.

language list

median work time

So let us accept the statement “the number of lines written per hour is independent of programming language”
as a rule of thumb for this study. The validation of our work time data based on this rule is plotted in Figure 18.
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Judging from the productivity range of Java, all data points except maybe for the top three of Tcl and the top
one of Perl are quite believable. In particular, except for Python, all medians are in the range 22 to 31. Hence,
the LOC productivity plot lends a lot of credibility to the reported times: Only four productivity values overall
are outside the (reliable) range found in the experiment for the non-script programs.

None of the median differences are clearly statistically significant, the closest being Java versus C, Perl, Python,
or Tcl where0.07 < p < 0.10.

Even in the aggregated view (Figure 19) with its much larger groups, the difference between C/C++ and scripts
is not significant ¢ = 0.22), only the difference between Java and script®is=(0.031), the difference being
at least 5.2 LOC/hour (with 80% confidence).

5.7.3 Conclusion

This comparison lends a lot of credibility to the work time comparison shown above. The times reported for
script programming are probably only modestly too optimistic, if any, so that a work time advantage for the
script languages of about factor two holds.

Figure 20 shows the same data as a two-dimensional plot including a regression line that could be used for
(logarithmically) predicting work time from expected size. The higher productivity of the script languages
shows up as a trend line lying lower in the plot. The C/C++ line is steeper than the others, which in this
logarithmic plot shows non-linear increase of effort: programs that are twice as long take more than twice
as much work time. This is probably due to the fact that the best C/C++ programmers not only were more
productive but also wrote more compact code.
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5.8 Program structure

If one considers the designs chosen by the authors of the programs in the various languages, there is a striking
difference.

Most of the programmers in the script group used the associative arrays provided by their language and stored
the dictionary words to be retrieved by their number encodings. The search algorithm simply attempts to
retrieve from this array, using prefixes of increasing length of the remaining rest of the current phone number
as the key. Any match found leads to a new partial solution to be completed later.

In contrast, essentially all of the non-script programmers chose either of the following solutions. In the simple
case, they simply store the whole dictionary in an array, usually in both the original character form and the
corresponding phone number representation. They then select and test one tenth of the whole dictionary for
each digit of the phone number to be encoded, using only the first digit as a key to constrain the search space.
This leads to a simple, but inefficient solution.

The more elaborate case uses a 10-ary tree in which each node represents a certain digit, nodeshat height
representing the-th character of a word. A word is stored at a node if the path from the root to this node
represents the number encoding of the word. This is the most efficient solution, but it requires a comparatively
large number of statements to implement the tree construction. In Java, the large resulting number of objects
also leads to a high memory consumption due to the severe per-object memory overhead incurred by current
implementations of the language.

The shorter program length of the script programs can be explained by the fact that most of the actual search
is done simply by the hashing algorithm used internally by the associative arrays. In contrast, the non-script
programs with their array or tree implementations require most of these mundane elementary steps of the search
process to be coded explicitly by the programmer. This is further pronounced by the effort (or lack of it) for
data structure declarations.

It is an interesting observation that despite the existence of hash table implementations in both the Java and the
C++ class libraries none of the non-script programmers used them (but rather implemented a tree solution by

hand), whereas for almost all of the script programmers the hash tables built into the language were the obvious

choice.

5.9 Testing two rules of thumb

Having so many different implementations of the same requirements allows for a nice test of two common rules
of thumb in programming:

e The time/memory tradeoff: To make a program run faster, one will often need to use more memory.
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e The elegance-is-efficient rule: A shorter (in terms of lines of code) solution to the same problem will
often also run faster than a longer one.
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The time/memory tradeoff is shown for the individual languages in Figure 21 and for the language groups in
Figure 22. Apparently, the rule is quite correct for all three non-script languages, but the opposite rule tends to
be true for the script languages: Those programs that use more memory actually tend to be slower (rather than
faster) than the others.

The data for the elegance-is-efficient rule is shown for the individual languages in Figure 23 and for the language
groups in Figure 24. The evidence for this rule is rather mixed: For the phonecode problem, a somewhat longer
program appears to be required for full efficiency in both C and Java — in opposition to the rule; see also
Section 5.8. In contrast, for some strange reason the rule appears to hold for C++, at least for the data we have
here. For the individual script languages, program length appears to have rather little influence on run time, if
we discount the Rexx programs (where there are only 4 programs from 3 different programmers) and the two
extremely slow Tcl programs. However, if we consider all script programs together as in Figure 24, there is
guite some evidence that the rule may be correct: with 90% confidence, the correlation is larger than 0.25.
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Figure 23: Program length versus
program run time. The thick line is
a least squares regression trend line;
the dashed line is a least absolute dis-
tance trend line. Note the logarithmic
axes.

Figure 24: The same data as in Fig-
ure 23, by language group. r denotes
the correlation (computed on the log-
arithms of the values). Note the loga-
rithmic axes.

The non-script programmers were asked several questions about their previous programming experience, as
described in detail in [17]. Unfortunately, none of these questions had much predictive value for any aspect of
programmer performance in the experiment, so | will not delve into this data at all.

The script programmers were asked but a single question:

HOH KR HHHHHR

Overall | tend to rate myself as follows compared to all other programmers

(replace one dot by an X)
among the upper 10 percent
upper 11 to 25 percent
upper 25 to 40 percent
upper 40 to 60 percent
lower 25 to 40 percent
lower 11 to 25 percent
lower 10 percent

On this scale, the programmers of as many as 14 of the scripts (35%) rated themselves among the upper
10 percent and those of another 15 (37.5%) among the top 10 to 25. The programmers of only 9 scripts
(22.5%) rated themselves lower than that and 2 (5%) gave no answer. Across languages, there are no large
self-rating differences: If we compare the sets of self-ratings per language to one another, using a Wilcoxon
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Rank Sum Test with normal approximation for ties, no significant difference is found for any of the language
pairs (.58 < p < 0.94).

As for correlations of self-rating and actual performance, | found that higher self-ratings tend to be somewhat
associated with lower run time (as illustrated in Figure 25; the rank correlation is -0.33) and also with shorter
work time for producing the program (Figure 26; the rank correlation is -0.30).
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_____________________ m Figure 25:Relationship between self-
40-60% o ¢ o rating and program efficiency: higher

. —. self-rating is correlated with faster
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No clear association was found for memory consumption, program length, comment length, comment density,
or program reliability.

6 Conclusions

The following statements summarize the findings of the comparative analysis of 80 implementations of the
phonecode program in 7 different languages:

¢ Designing and writing the program in Perl, Python, Rexx, or Tcl takes only about half as much time as
writing it in C, C++, or Java and the resulting program is only half as long.

¢ No unambiguous differences in program reliability between the language groups were observed.
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e The typical memory consumption of a script program is about twice that of a C or C++ program. For
Java it is another factor of two higher.

¢ For the initialization phase of the phonecode program (reading the 1 MB dictionary file and creating the
70k-entry internal data structure), the C and C++ programs have a strong run time advantage of about
factor 3 to 4 compared to Java and about 5 to 10 compared to the script languages.

¢ For the main phase of the phonecode program (search through the internal data structure), the advantage
in run time of C or C++ versus Java is only about factor 2 and the script programs even tend to be faster
than the Java programs.

¢ Within the script languages, Python and in particular Perl are faster than Rexx and Tcl for both phases.

e For all program aspects investigated, the performance variability due to different programmers (as de-
scribed by the bad/good ratios) is on average about as large or even larger than the variability due to
different languages.

Due to the large number of implementations and broad range of programmers investigated, these results, when
taken with a grain of salt, are probably reliable despite the validity threats discussed in Section 3. However,
it must be emphasized that the results are valid for the phonecode problem only, generalizing to different
application domains would be haphazard.

It is likely that for many other problems the results for the script group of languages would not be quite as good
as they are. However, | would like to emphasize that the phonecode problem was not chosen so as to make the
script group of languages look good — it was originally developed as a non-trivial, yet well-defined benchmark
for programmers’ ability of writing reliable programs.

| conclude the following things:

e As of JDK 1.2.1 (and on the Solaris platform), the memory overhead of Java is still huge compared to C
or C++, but the run time efficiency has become quite acceptable.

e The often so-called “scripting languages” Perl, Python, Rexx, and Tcl can be reasonable alternatives to
“conventional” languages such as C or C++ even for tasks that need to handle fair amounts of computation
and data. Their relative run time and memory consumption overhead will often be acceptable and they
may offer significant advantages with respect to programmer productivity — at least for small programs
like the phonecode problem.

¢ Interpersonal variability, that is the capability and behavior differences between programmers using the
same language, tends to account for more differences between programs than a change of the program-
ming language.

A Raw data

Below you find the most important variables from the raw data set analyzed in this report. The meaning of the
variables is (left to right): subject ID (person), programming language (lang), run time for z1000 input file in
minutes (z1000t), run time for z0 input file in minutes (zOt), memory consumption at end of run for z1000 input
file in kilobytes (z1000mem), program length in statement lines of code (stmtL), output reliability for z1000
input file in percent (z1000rel), output reliability for m1000 input file in percent (m1000rel), total subject work
time in hours (whours), subject’s answer to the capability question “I consider myself to be among the top X
percent of all programmers” (caps).
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person
s018
s030
s036
s066
s078
s015
s020
s021
s025
s027
s033
s034
s042
s051
s090
s096
s017
s023
s037
s040
s043
s047
s050
s053
s054
s056
s057
s059
s060
s062
s063
s065
s068
s072
s081
s084
s087
s093
s099
s102
s149101
s149102
s149103
s149105
s149106
s149107
s149108
s149109
s149110

A RAW DATA

lang z1000t zOt z1000mem stmtL z1000rel m1000rel whours caps

C
C
C
C
C
C++
C++
C++
C++
C++
C++
C++
C++
C++
C++
C++
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
Java
perl
perl
perl
perl
perl
perl
perl
perl
perl

0.017
0.050
20.900
0.750
0.050
0.050
1.983
4.867
0.083
1.533
0.033
21.400
0.033
0.150
1.667
0.917
0.633
2.633
0.283
0.317
2.200
6.467
0.200
0.267
1.700
0.350
0.467
4.150
3.783
16.800
1.333
1.467
31.200
30.100
0.200
0.150
0.267
37.100
0.267
0.167

0.267 0.183
21.400 0.417
0.083 0.067
0.200 0.100
0.117 0.033
0.350 0.333
0.483 0.433
0.167 0.133
0.200 0.133

0.017
0.033
0.000
0.467
0.050
0.050
0.550
0.017
0.083
0.000
0.033
0.033
0.033
0.033
0.033
0.017
0.433
0.650
0.100
0.283
2.017
0.117
0.167
0.100
0.717
0.067
0.000
0.050
0.100
0.067
0.450
0.117
0.050
0.067
0.150
0.133
0.083
0.050
0.217
0.150

22432
16968
11440
2952
22496
24616
6384
5312
28568
3472
23336
6864
22680
3448
4152
5240
41952
89664
59088
56376
36136
54872
58024
52376
27088
22328
38104
40384
29432
38368
38672
49704
40584
52272
79544
65240
39896
41632
70696
51968

17344
73440
25408
31536
17480
17232
73448
17312
17232

380
244
188
237
302
374
166
298
150
378
205
249
243
221
511
209
509
384
364
212
164
166
186
257
324
232
434
147
281
218
155
427
107
365
614
338
322
179
228
130
60
62

98.10
76.47
0.00
98.48
99.24
99.24
08.48
100.00
99.24
98.09
99.24
0.00
100.00
100.00
98.48
100.00
100.00
7.60
100.00
100.00
98.85
100.00
100.00
99.62
100.00
100.00
100.00
100.00
98.85
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
0.18
99.24
0.00

49 100.00
97 100.00

65

99.24

108 100.00
74 100.00
141 100.00

114

99.24

96.8
92.1
89.5
100.0
98.4
100.0
98.4
98.4
98.4
100.0
98.4
11
100.0
98.4
100.0
100.0
10.2
98.4
10.2
98.4
90.9
10.1
10.2
10.2
10.2
100.0
10.2
10.2
96.3
10.2
100.0
97.9
10.2
100.0
10.2
100.0
100.0
10.2
98.4
6.6
100.0
0.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0

16.10 ??
4.00 ??
8.20 ??
7.30 ??

10.90 ??

11.20 ??
3.00 ??

19.10 ?7?
3.50 ??

25.30 ?7?

10.10 ??
7.50 ?7?

11.90 ??

15.20 ?7?

19.60 ??
6.90 ?7?

48.90 ??

7.10 ??

13.00 ??
5.00 ??
8.70 ??
6.20 ??
4.80 ??

63.20 ??

13.80 ??

18.10 ??

17.80 ??
7.40 ??

27.60 ??
3.80 ??
7.30 ??

39.70 ??

15.10 ??

7.80 ??

26.60 ??
9.70 ??

19.70 ??
9.80 ??
3.80 ??
8.20 ??

1.08 0-10%

1.67 10-25%

1.58 NA

3.17 0-10%

6.17 0-10%

2.50 0-10%

2.83 10-25%
3.67 25-40%
5.00 10-25%
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s149111  perl  0.267 0.233 17224 80 100.00 100.0 1.00 10-25%
s149112 perl  0.250 0.233 17576 66 100.00 984 1.25 10-25%
s149113  perl 67.500 0.300 20320 121 100.00 0.0 7.00 60-75%
s149114  perl  0.333 0.233 21896 74 99.24 98.4  7.00 25-40%
149201 python  0.650 0.317 22608 82 99.24 100.0 2.00 10-25%
$149202 python 1.583 1.367 17784 61 9924 984  1.58 NA
149203 python  0.183 0.167 13664 79 100.00 100.0 1.77 0-10%
149204 python  0.117 0.067 13632 60 100.00 100.0 2.43 0-10%
s149205 python  0.083 0.067 17336 78 100.00 10.2 1.50 0-10%
149206 python  0.117 0.067 17320 42 100.00 100.0 5.50 40-60%
s149207 python  0.133 0.067 15312 114 100.00 100.0 2.83 0-10%
149208 python  0.450 0.367 16024 94 99.24 984  4.20 25-40%
s149209 python 72.300 0.500 14632 119 100.00 0.0 4.83 10-25%
s$149210 python  0.250 0.200 17480 225 100.00 10.2 450 0-10%
s149211 python 1.483 1.150 91120 82 98.48 10.2  2.00 40-60%
149212 python  0.617 0.467 14048 84 99.24 100.0 3.00 0-10%
s149213 python  0.733 0.533 14000 52 99.24 100.0 4.32 60-75%
s149301 rexx  0.817 0.300 8968 53 100.00 98.4  0.93 10-25%
s149302  rexx 25.400 0.900 21152 203 44.75 46.6 8.00 10-25%
s149303 rexx 21.000 0.950 21144 191 99.62 98.9 10.00 10-25%
s149304 rexx  1.000 0.433 9048 53 100.00 100.0 3.00 10-25%
5$149401 tcl 0.650 0.567 32400 62 100.00 100.0 0.83 10-25%
$149402 tcl 0.567 0.433 29272 78 100.00 100.0 4.00 0-10%
$149403 tcl 0.617 0.517 28880 144 100.00 100.0 4.50 10-25%
$149405 tcl 0.967 0.667 44536 98 100.00 100.0 3.75 25-40%
s$149406 tcl 0.650 0.583 26352 105 100.00 100.0 1.38 10-25%
$149407 tcl 0.783 0.467 17672 44 100.00 100.0 0.60 0-10%
5149408 tcl 202.800 0.633 48840 173 100.00 100.0 7.00 0-10%
$149409 tcl 0.683 0.567 23192 70 100.00 100.0 8.00 0-10%
149410 tcl 29.400 1.433 20296 240 100.00 10.2 13.00 40-60%
s149411 tcl 0.467 0.367 21448 135 100.00 100.0 3.50 10-25%

The reliability values of 98% and higher for z1000rel occur due to some very subtle 1/O issues when the

programs are executed in the test harness (where output is to a pipe rather than to a terminal). These programs
should be considered correct.

The reliability values of 98% and higher for m1000rel occur due to two minor ambiguities in the task specifi-
cation as described in the following appendix. These programs should be considered correct.

B Specification ambiguities

In the process of discussing the m1000 results of two almost correct programs with their authors, two minor
ambiguities were found in the task specification.

1. A phone number without digits was expected to result in an empty encoding (like'tis: ),
because the specification sdggactly each encoding that [. . .] matches theone number exactly shall
be printed.. However, one may argue that such output should be suppressed, because the specification
also saysEncodings of phone numbers can consist of a single word or of multiple words separated by
spaces.”
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2. These empty encodings were expected to have a space character after the colon, just like longer encod-
ings, because the specification saystint the phone number followed by a colon, a single(!) space,
and the encoding on one line;However, the specification continuégailing spaces are not allowed,’
hence one may consider an output without this space more appropriate.
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