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The Number of Combinatorially Different Convex Hulls of Points in Lines*

Heuna Kim!

Abstract

Given a sequence R of planar lines in general position,
we can obtain a point set by picking exactly one point
from each line in R. We provide exponential upper
and lower bounds on the number of combinatorially
different convex hulls for point sets that are generated
in this manner.

1 Introduction

Recently, geometric problems arising from data im-
precision have been studied intensively (e.g., [5]).
One popular model is as follows: given a sequence
R = (R1,...,R,) of planar regions, we are promised
that our eventual input P contains exactly one point
from each R;. The question is whether the knowledge
of R helps to speed up computations on P. There are
many algorithmic results for this setting [1, 2, 4, 6].
Here, we are interested in the combinatorial question
arising from this model: how much does the knowl-
edge of R restrict the combinatorial structure of P?
We consider the case that (1) R consists of planar
lines, and (2) we measure “variance” by the number
of combinatorially different convex hulls. It is known
that this setting can be exploited algorithmically [3],
and we provide exponential upper and lower bounds
on the number of possible convex hulls.

Problem Statement. Let P = (p;,...,p,) be a se-
quence of n points in the plane, and let conv(P)
be the convex hull of P. Let (p;,,piy,-..,Pi,) be
the vertices of conv(P) in clockwise order, such that

i1 = min{iy,...,ix}. We define the hull signature of
P as J(P) = <7;17...,’L']€>.
Consider a sequence R = (¢1,...,£,) of n planar

lines in general position, i.e., every two lines in R
intersect in exactly one point and no three lines in
R have a common intersection. A sequence P =
(p1,--.,pn) of points in the plane is restricted to R if
pi € 4;, for i = 1,...,n. Given R, we would like to
study the set C(R) = {o(P) | P is restricted to R}
of all hull signatures that can be generated by point
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Figure 1: (left) A lower bound example with seven
lines. The red lines illustrate the subdivision of the
plane into O(n?) slabs. (right) Between the second
and the third slab, ¢ and ¢4 change position.

sequences restricted to R. We also define ¢(R) =
|C(R)| and ¢(n) = maxg ¢(R), where R ranges over
all sequences of n planar lines in general position. We
provide upper and lower bounds on ¢(n).

2 Lower Bound

Theorem 1 For any n > 3, there exists a sequence
R of n lines in the plane with c¢(R) = Q(n23").

Proof. Let (¢5,45,...,4,—1) be a sequence of n — 2
planar lines in general position, and let @ = {¢; N¢; |
2 <i < j < n—1} be their intersection points. Set
m = |Q|. By general position, we have m = (”;2)
We endow the plane with a Cartesian coordinate sys-
tem such that the points in () have pairwise distinct
z-coordinates. We pick two additional lines ¢; and ¢,
so that all points in @ lie below ¢, and above £,, along
the y-axis, and we set R = (¢1,02...,0,_1,L,); see
Fig. 1. We will show that ¢(R) = Q(n?3").

For this, we subdivide the plane into vertical slabs
as follows: let aq,...,a,, be the sorted sequence of -
coordinates of the points in Q. For j =1,...,m — 1,
we define the jth vertical slab V; = {(x,y) € R? |
a; < x < ajy1}. By general position, every vertical
slab intersects all lines in R, and by definition, no slab
contains an intersection point from (. Furthermore,
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in every vertical slab the line ¢; lies above all other
lines and the line ¢,, lies below all other lines.

Now, we consider for each slab V; the point se-
quences that are restricted to the line segments in
Vj. More precisely, define R; = (¢1;,...,4,;) as the
sequence of line segments ;; = {;NV;, fori =1,...n.
We have C(Ri) C C(R). Next, we will provide a
lower bound on how many distinct hull signatures
C(R;) contributes to C(R).

We begin with C(R41). Fix two arbitrary points
p1 € f11 and p, € fp1. The line segment pip,
lies inside V7 and intersects all line segments ¢;1, for
1 =2,...n—1. By construction, p; and p,, always ap-
pear on conv(P), no matter how we pick pa, ..., pn_1
restricted to fo1,...,€,—1)1. For every other point
pi, we have three choices: we can pick p; € £;; such
that (i) the index i does not occur in the hull signa-
ture o(P) (i.e., p; is not on conv(P)); (ii) the index
i occurs in o(P) before n; or (iii) the index i occurs
in o(P) after n. The choice is not completely free: to
avoid degeneracies, conv(P) must have at least three
vertices, so at least one other point needs to appear in
o(P). Thus, the number of distinct hull signatures for
point sequences restricted to R is at least 3772 — 1.

Now fix j € {2,...,m — 1} and consider C(R;).
We give a lower bound on C(Rj)\Ui;ll C(Rk)|,
the number of hull signatures generated by point se-
quences restricted to R; that are not generated by
a point sequence restricted to a previous slab. By
construction, the left boundary of Vj contains exactly
one point g € Q). Let ¢ be the intersection of two lines
Ly, Ly € R, such that £, is above £} to the left of g and
L, is below £, to the right of q. We pick two arbitrary
points p; € £1; and p, € {y;. As before, p; and p,
always appear on conv(P), the line segment p;p,, is
contained in V;, and all other line segments ¢;; inter-
sect p1pn, for i = 2,...,n — 1. Next, we take points
Da € Loy and py € £y; to the left of pip,. As long as
pa and py lie on conv(P), the signature o(P) cannot
appear in Uff;ll C(Ry), since in all previous slabs we
have that if @ and b both occur after n in o(P), then
b must come before a. In C(Ry), however, a comes
before b in this case, since ¢, and £, have switched.
For all other points p;, there are again three choices:
the index ¢ may appear before or after n in o(P), or
it may be absent from o(P). Thus, the slab V; con-
tributes at least 3" =% new signatures to | J]_, C(Rx).
There are (n?) slabs, so ¢(R) = Q(n?3"). O

3 Upper Bound

Let R = (¢1,...,¢,) be a sequence of n planar lines in
general position. We denote by A(R) the arrangement
of R, i.e., the subdivision of the plane into cells, edges
and wertices induced by the lines in R: a cell is a
maximal connected component of R*\|J,cx ¢; an edge

Figure 2: (top) A set R of lines, a point set P re-
stricted to R, and conv(P). (bottom) The outer zone
of conv(P). There are 11 outer regions, and the com-
plexity of the outer zone is 39.

is a maximal component of a line in R that does not
belong to any other line in R; and a vertex is the
intersection of two lines in R.

Let P = (p1,...,pn) be a sequence of n points re-
stricted to R. We may assume that no point in P coin-
cides with a vertex of A(R) (otherwise we can perturb
P slightly). To distinguish them from edges of A(R),
we call the edges of conv(P) arcs. Let (eq,...,ex)
be the arcs of conv(P), in clockwise order, where e;
comes after the leftmost point of conv(P) in clock-
wise order. For an arc e; and a cell F' of A(R), we
say that e; properly crosses F if the relative interior
of e; has nonempty intersection with F' and that e;
touches F if e; N F = v, where v = & N&51. The
arc e; crosses F' if e; properly crosses F' or touches F'.
Let F = (F1,..., F,) be the sequence of cells in A(R)
that are crossed by (e1,...,ex), in clockwise order:
first the cells crossed by e, then the cells crossed by
es, etc. The same cell may occur several times in F,
but each occurrence is due to one crossing edge e;.

Since the vertices of conv(P) lie on the edges of
A(R), each cell F; € F is divided into at most two
parts by the corresponding crossing edge e;. We de-
fine the outer region Z; as the component of F; \ e;
whose interior does not intersect conv(P). If Fj is
touched by e;, we call Z; a touched outer region and
F; a touched cell. In this case, we have Z; = F;. The
sequence Z = (Zy,...,7Z,) is called the outer zone of
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conv(P) in A(R). Each outer region Z € Z is a (pos-
sibly unbounded) convex polygon. For a non-touched
outer region Z, exactly one edge of Z belongs to the
boundary of conv(P). We call it the supporting arc
of Z. All other edges of Z are (possibly unbounded)
parts of edges of A(R). For a touched outer region Z,
no edge is part of the boundary of conv(P). Instead,
exactly one edge e of Z is intersected by conv(P).
We split e into two subedges, each being a maximal
connected component of e \ conv(P). The edges of Z
consist of the two subedges of e and the other edges
of A(R) incident to Z. We call e N conv(P) the sup-
porting vertex of Z. A wertex of a (touched or non-
touched) outer region Z is a vertex of A(R) incident
to Z. In particular, the supporting vertex or the end-
points of the supporting arc are not vertices of Z.
The complexity of an outer region Z is defined as
the number of edges of Z; other than the supporting
arc. The complexity of the outer zone Z is the sum
of the complexities of the outer regions, see Fig. 2.

Lemma 2 The outer zone complexity is at most 8n.

Proof. Let ¢; be a line in R. By construction,
conv(P) intersects ¢;, so ¢; \ conv(P) consists of ex-
actly two unbounded connected components, the two
rays corresponding to ¢;. We orient these rays to-
wards infinity, and we denote by R = {(ry,...,7r2,)
the sequence of all rays that correspond to lines in R.

Consider an outer region Z. Every edge e of Z other
than the supporting arc is part of a single ray from R,
and we orient e in the same direction as the underlying
ray. Now every vertex of Z has either (i) two outgoing
incident edges (out-out vertex); (ii) two incoming in-
cident edges (in-in vertex); or (iii) one incoming and
one outgoing incident edge (in-out vertex).

Lemma 3 Let Z be an outer region. Then Z con-
tains no out-out vertex and at most one in-in vertex.
If Z has an in-in vertex, then Z is bounded.

Proof. Suppose that Z contains an out-out vertex
v, and let r;1 and ro be the two rays with v = r; N
ro. Since Z lies in a cell of A(R), Z is completely
contained in the wedge W bounded by the subrays
of 11 and 7o beginning in v. However, conv(P) is
incident to the start vertices of ry and r9, so W does
not contain conv(P). It follows that Z cannot be part
of the outer zone, a contradiction; see Fig. 3(top).
Next, suppose that Z contains two in-in vertices
v1 and ve. Suppose further that v, comes before vy
in clockwise order along Z after the supporting arc.
All edges between v and vy (in clockwise order) are
oriented, and both v; and vy are in-in, so there is at
least one out-out vertex between v; and vq; see Fig. 3
(middle). We have just seen that this is impossible.
Finally, suppose that Z contains an in-in vertex v,
and let r; and ry be the two rays with v = r; N ro.

T1 v
W
72
1
]
v

Figure 3: (top) A wedge W bounded by an out-out-
vertex v does not contain conv(P). (middle) There
cannot be two in-in vertices. (bottom) The outer re-
gion Z that contains an in-in vertex v is bounded.
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Figure 4: (top) The ray r is charged twice. (bottom)
There cannot be two in-out vertices whose outgoing
edges lie on the same side of a ray r.

Then Z is completely contained in the region that
is bounded by the subrays of r; and ro from their
respective starting points to v, and the boundary of
conv(P) between those starting points. It follows that
Z is bounded; see Fig. 3(bottom). O

Lemma 4 There are at most 4n in-out vertices.

Proof. Let v be an in-out vertex and let r be the ray
that supports the incoming edge of v. We charge v



31st European Workshop on Computational Geometry, 2015

to r, and we claim that every ray is charged at most
twice in this manner; see Fig. 4(top). Indeed, suppose
there is a ray r that supports incoming edges for three
in-out vertices. Then r contains two in-out vertices
v1 and vy such that the outgoing edges for v; and
vo lie on the same side of r. Suppose that v; comes
before vy along r, and let 71 be the ray supporting the
outgoing edge from v;. Since the rays are directed
towards infinity, » and 71 bound an infinite wedge
W with apex v;. Furthermore, the interior of W is
disjoint from conv(P) and thus does not contain any
outer region. This contradicts the assumption that
the outgoing edge from vs extends into W; see Fig. 4
(bottom). Since there are 2n rays, the bound on the
number of in-out vertices follows. O

Let Z be an outer region and let nz be the number of
vertices on Z. If Z is bounded, the complexity of Z
is 1 +ny. If Z is unbounded, the complexity of Z is
24 nyz. Hence, the total complexity of the outer zone
Z={Z1,...,24) s a+nio+Nii+No-o+ay, where ni_,
ni.i, and ne_, denotes the number of in-out, in-in, and
out-out vertices, and a, is the number of unbounded
outer regions. By Claim 3, ni; + o0 + 64 < @, and
by Claim 4, ni., < 4n. Thus, the complexity of Z is
at most 2a + 4n < 8n, since conv(P) intersects every
line of R as most twice, so a < 2n. (I

Theorem 5 Let R = (¢1,...,¢,) be sequence of
n planar lines in general position. Then ¢(R) =
O(n2137m).

Proof. Let P be a sequence of points restricted to
R and let Z2 = {Zy,...,Z,} be the outer zone of
conv(P). To reconstruct the outer zone, it suffices to
know (i) the edge e of Z; that follows Z;’s supporting
arc in clockwise order; and (ii) for j = 1,...,a, the
complexity z; of Z;. Indeed, using this information,
we can reconstruct the outer zone and obtain a set
C of candidate locations for the convex hull vertices
as follows: C is initialized as the empty set. Starting
from e, we walk for z; — 1 steps in clockwise direc-
tion along the boundary of the corresponding cell in
A(R) (when taking a step on an unbounded edge of
the cell, we proceed to the other unbounded of of the
cell). Then we add the current edge e’ to C, if €’ ¢ C,
and cross to the neighboring cell of A(R). Next, we
continue for z5 — 1 steps in clockwise direction along
the boundary of the current cell. After that, we add
the current edge into C if the edge is not contained
in C, and change cells in A(R). We continue until we
reach the vertex on e again.

To reconstruct conv(P) from the candidate set, we
need the information about the vertices of conv(P).
Let Cp = {e € C| e C (¢}, for £ = R. Since each line
£ € R intersects the boundary of conv(P) at most
twice, |C¢| < 2. Let e; and es be elements of C;. For
¢ € R, an indicator by € {1,2,3} represents whether

(1) conv(P) has a vertex in ey; (2) conv(P) has a
vertex in eg; or (3) conv(P) has no vertex in /.

Thus, for fixed a, the total number of combinatori-
ally different convex hulls can be estimated as

2€R - 3" 'Cz,

where e denotes the number of edges of A(R), the
second term counts the number of indicator vectors
(be), and Cz denotes the number of complerity vec-
tors (c1,...,¢q). We have eg = O(n?). Further-
more, by Lemma 2, the number of complexity vectors
is bounded by the number of vectors (z1, ..., z,) with
z € {2,...,n} and > ¢ | z; < 8n, which is at most
(8”;_‘1; 1). Thus, for fixed a, the number of combina-
torially different convex hulls is at most

o (™))

Since this expression grows exponentially with a for
a € {1,...,2n}, the total number of combinatorially
different convex hulls is asymptotically dominated by
the term for @ = 2n, and it is at most

0] <n23” (gZ)) =0 (n23"2% log 3423 log %)
=0 (n?3"3%"(3/2)"") = O (n?137")..
O
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