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Market Phase
Finance

Weather Regimes
Meteorology

Molecular Conformations
Drug Design

Deterministic Description is Unavailable or Unfeasible!
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Properties:

1) non-stationarity
2) alot of d.o.f.s are involved (multidimensionality)

3) stochasticity

Today we look at:

1) Stochastic Processes and their deterministic interpretation
2) Memory

3) Concept of Attractors
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A prabability space iz a measure space such that the measure of the whale space is equal to 1.

In other words: a probability space is a triple [ﬂ! F! P) consisting of a set () (called the sample space), a o-algebra (also called o-field) F
of subsets of () (these subsets are called events), and a measure P on {:ﬂ! fF) such that P(ﬂ) = 1 (called the probability measure).

Event Probabhility
A P(A)e|[0,1]
not A P{!l')zl—P J’l)
P(AU B) = P(A) + P(B) — P(AN B)

(
Aoar B t: P[:
P(A)+ P(B) if A and B are mutually exclusive
(
(

P(AN B) = P(A|B)P(B)

AEMLE P(A)P(B)  if A and B are independent

A given B P(A|B)
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A prabability space iz a measure space such that the measure of the whale space is equal to 1.

In other words: a probability space is a triple [ﬂ! F! P) consisting of a set () (called the sample space), a o-algebra (also called o-field) F
of subsets of () (these subsets are called events), and a measure P on {:ﬂ! fF) such that P(ﬂ) = 1 (called the probability measure).

Event
A P(A)e|[0,1]
ot A, Pt:z’li) =1 P(ﬂ)
P(AUB)= P(A)+ P(B) — P(ANB)
P(A) + P(B)
(
(

Prohahility

Aor B

if A and B are mutually exclusive

P(AN B)

P(A|B)P(B)
—P

A and B

A)P(B) if A and B are independent

A given B P[ﬂlB}
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Given a probability space [ﬂj F, P) a stochastic process (or random process) with

state space X iz a collection of X~valued random variables indexed by a set 7 ("time"). That
15, & stochastic process Fis a collection

{Fi:teT}

where each 15 an X~valued random variable.

White Noise: ¢, ~ N(0, 1)

(ri] Q3

Probability Density Function: =
7.8 i - |
Pr(4.3 < X < 7.8) =f p(z) de i =5
4.3
Expectation Value:
E[X):LXCIP H:fmp[:jj)dj] " s

Variance:

Var(X) = /[:r — 1)’ p(x) dz S



http://upload.wikimedia.org/wikipedia/en/8/89/Boxplot_vs_PDF.png
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0.0606 0.1379 0.1250

Discrete State Space, iy o Discrete State Space,
Discrete Time: @ @ @ @ Continuous Time:

. w7
Markov Chain QWW 0.0658 Markov Process

0.9394 0.8103 0.7679 0.9302

\ /

Stochastic Processes

— ~

Continuous State Space, Continuous State Space,

Discrete Time: Continuous Time:

Autoregressive Process Stochastic Differential Equation
r

Xepr =) o Xogr + 06, dX; = f (X, t) dt + odW,

k=0
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Discrete State Space, @f“@r‘@f‘@ Discrete State Space, 3

Discrete Time: Continuous Time: .,
. 7 >

Markov Chain QWW 0.06% Markov Process <

Stochastic Processes

Continuous State Space, Continuous State Space,

Discrete Time: Continuous Time:

Autoregressive Process Stochastic Differential Equation

r
Xepr =) o Xogr + 06, dX; = f (X, t) dt + odW,

k=0



veritas

ustitia P Markov Chains

libertas

X; € S1,--.,5m
T3 Xl’rw $ ey Xt—’r}
Markov-Property:
[Xf — SJ|X|] T Xga,—._. c ey Xf_T — Sj] =P [Xf = Sj‘Xf_T = SJ] — Pz’j (f T}
Example: 0.0606 0.1379 0.1250

0.9394 0.8103 0.7679 0.9302
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Realizations of the process: X; € S1,...,5m

Markov-Property:

P[Xf = Sj|X|]._. T ng—... . a g Xf_T = Sj] =P [Xf — Sj‘X-f—T — 'S_j'] — Pz'j (tT}

State Probabilities:
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Realizations of the process: X; € S1,...,5m

Markov-Property:

P[Xf = Sj|X|]._. T ng—... . a g Xf_T = Sj] =P [Xf — Sj‘X-f—T — 'S_j'] — Pz'j (tT}

State Probabilities:

Dynamics:

This Equation is Deterministic!
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Markov Process Dynamics:

This Equation is Deterministic: ODE!
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Markov Process Dynamics:

This Equation is Deterministic: ODE!

1) Numerical Methods from ODEs like Runge-Kutta-Method
become available for stochatic processes

2) Monte-Carlo-Sampling just at the end!
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Markov Process Dynamics:

This Equation is Deterministic: ODE!

1) Numerical Methods from ODEs like Runge-Kutta-Method
become available for stochatic processes

2) Monte-Carlo-Sampling just at the end!

Concepts from the Theory of Dynamical Systems are Applicable
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Thank you for attention!
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