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Automated theorem proving techniques are increasingly wgéhin interactive environments for
the teaching of proof technigues. Examples are the Adva@aminetry Tutor (Matsuda and VanLehn,
2005), the geometry learning environment ANGLE (Koedinmed Anderson, 1993), the EPGY theorem
proving environment (McMatket all, (2001), the Baghera platform (Trgalova and Chaachoua,)Z009
the assessment of proofs in geometry, the Carnegie ProdSiad)/ 2007), the educational variant of the
TPS system ETPS (Andreves al., 12004), the ProofWeh (Kaliszvt al., [2008) system for practicing
natural deduction proofs, the P-Logic tutor (Luketsall, [2002), the EASyL(Gruttmanet al., 12008)
system for the e-assessment for mathematical proofs, tiwéatuproof checker Tutch (Abedt al.,12001)
and the RISC proof navigatar (Schreiner, 2006) for edunatigroof verification.

Most of these systems use automated proof mechanisms bassatuwsal deduction or resolution
calculi. Often, the users are required to stick to the engadagalculi step by step. Evaluations of sev-
eral among the above mentioned systems have revealed thiseagre limitation for teaching common
mathematical practice. Gruttmaenall (2008, p. 613) report that “EASY requires small steps to fee ex
cuted one by one, which normally could be combined in a papsed proof. Some students mentioned
that a computer-supported proof could lead to a reductianathematical skills.!_Lukingt al. (2002)
consider the use of proof search to enable more flexibilityebs/ant further work|_Abett all (2001)
allow for aggregations of steps, but the reported evalnatod Tutch have been carried out with an earlier
single-step version of the system. McMathal. (2001) use the resolution-based theorem prover Otter
for proof search, but restrict its use to a few seconds tdldigdlarge leaps of logic”. However, the
authors report that the verification may fail for variouss@ss, including incorrectness, big step size,
but also ineffectiveness of the employed proof strategiesording ta McMathet al. (2001), examining
Otter’s output is insufficient to determine the cause foeetpn, and does not help to provide adequate
feedback to the learner.

The mismatch between the machine-oriented proofs empleygdby Otter and common mathe-
matical practice limits their use for modeling and diagngsstudents’ proofs. Therefore, we argue for
the use of human-oriented, mathematically intelligenppsearch techniques to support the computer-
assisted teaching of mathematical proofs: A good matchdmtveommon practice in mathematics and
the employed automated reasoning techniques enables mmrete modeling of the user’s proof at-
tempt. An accurate model and diagnosis of the user’s inpilteidasis for effective feedback from the
teaching environment to the student. Our position is supgddsy results obtained in thel®LOG project
at Saarland University (Benzmilllet all,[2010).

Within the DIALOG project, automated reasoning techniques were investidatehe use within an
interactive teaching environment for proofs. The desigthefsystem is guided by the investigation of
human one-on-one tutoring, which is generally consideredffective form of teaching. Using simula-
tion studies, we collected corpora of tutorial dialogs oogs to study the essential requirements for a
dialog based proof tutoring system.

In order to model and analyze the proof steps entered by adeawe require a dynamic domain
reasoner supporting human-oriented proof techniques. aivsider the mathematical assistant system
QMEGA (Autexieret al,,|2010) as the candidate of choice for this role.
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The proof attempts entered by the student are reconstratgpaiise using human-oriented assertion
level proof search provided b MEGA. The assertion level proof mechanism enables proofs where
each step is justified by a mathematical fact, such as a defintheorem or lemma. The formal proof
reconstructions b2 MEGA of the student’s proof steps are then used as the basis feiehwise analysis
of the proof attempt.

Simulation studies revealed that human expert tutors aealylearner’s proof steps not only with
respect to their correctness, they also assess whethegdieet progresses at an acceptable pace (an
aspect we call granularity) and whether they are relevaahfBiller and Vo, 2005). For an adequate
assessment of these aspects, it is necessary to model dieat&unput as closely as possible. We have
analyzed the proof steps entered by the learners in the aiomilstudies, and determined that these
proofs are more suitably represented at the assertionratedr than via natural deduction, not to speak
of resolution ((Benzmillleet all, 2007).

Furthermore, we have conducted a study on the modeling abpppte granularity for proof tu-
toring. Our goal is to diagnose the granularity of steps ifputhe student, but also to meter out the
granularity of proofs steps generated by the proof assisthan presenting them to the user. In recent
experiments, four expert tutors provided granularity juegts for variations of proofs in different math-
ematical domains. The difficulty of the proofs roughly cepends to the beginner level at university.
The employed proof steps were modeled formallf2meGA, where each step corresponded to one in-
ference application at the assertion level or to the aggjmyaf several inference steps. We also added
a few single natural deduction steps for comparison.

Our analysis of the judgments by the tutors showed that coatibins of one or two assertion level
inference applications were generally considered of gppate granularity in the presented context of
proof tutoring. Of those steps generated from one singlertiss level inference, a proportion of 92%,
70%, 83% and 96% were considered appropriate by the fowerdiit judges, respectively. The natural
deduction steps we mixed in for comparison were consideavesirtall by three of the four experts.
In (Schiller and Benzmiller, 2009) we present a number b&oaspects that are relevant for judging
whether a step is of appropriate granularity, which areedlto the employed concepts, the structure of
proofs, and explicitness. However, the large percentagaepls considered of appropriate size by our
tutors provides evidence that the assertion level is raflose to the target granularity for proof tutoring.
Furthermore, proofs at the assertion level provide a deitiabsis for determining other aspects of proof
steps relevant for the diagnosis, since information on thpleyed facts and the structure of the proof
are represented more explicitly here rather than, for ed@nmpthe form of a resolution proof.

In summary, our studies provide evidence that human-@itptoof search techniques and human-
oriented proof representation techniques are highly aglefor successful proof tutoring.
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