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5.1 Introduction

Since more than a decade my main research interests are:

1. The (collaborative) development of large and integrated mathematics assistance systems in
the emerging mathematical semantic web. These systems shall fruitfully support education
(e.g., e-learning) and research in mathematics, formal methods, and engineering.

2. The study of the theoretical foundations (model theory and proof theory) of higher-order
logic.

3. The improvement of automated theorem proving techniques in higher-order logic.

Higher-order logic constitutes the base representation framework of many leading mathematics
assistance systems (e.g., Isabelle1, HOL2, PVS3, and our own OMEGA system4). Furthermore,
many mathematical textbooks naturally employ higher-order logic constructs. Therefore it is
not surprising that the currently fast evolving repositories of formalized mathematics contain a
significant amount of higher-order logic encodings. Thus, topics (2) and (3) can be characterized
as important subtopics for the overall research goal (1).

The envisioned all-embracing assistance systems for mathematics cover a wide range of typical
characteristics an ambitious, integrated AI system shall have. Therefore, research goal (1) in
addition to (2) and (3) requires the combination of techniques from several subfields of AI including
knowledge representation and reasoning, cognitive architectures and multi-agent systems, human
computer interaction and user interfaces, machine learning, intelligent tutor systems, and dialog
systems and natural language processing.

My PhD thesis has concentrated on tasks (2) and (3). Parallel to my PhD work and in
particular adjacent to it I have performed and supervised research (e.g., as PostDoc and Research
Fellow in Germany, the UK, and the USA, as head of the OMEGA project of Jörg Siekmann,
and as principal investigator of two projects in the SFB 378 in Saarbrücken) in the wider range
of research topics as required for goal (1). These research activities are documented by a wide
range of journal, conference, and workshop publications (see the selected recent publications in
Section 1, my complete list of publications in Section 3, and the selected publications for this
cumulative habilitation document as given below) as well as by my activities as organizer and PC
member of various related conferences and workshops, as scientific coordinator of the EU RTN
Calculemus (2000-2004) and my recent editorship of a special issue in the Journal of Applied Logic
on mathematics assistance systems. The following text, which addresses the challenge of building
mathematics assistance systems and which I present here as a personal research statement, has
been adopted from my editorial of this special issue (see [J13-06] in Section 3).

What is an assistance system for mathematics and what is it good for?

The notion of an assistance system for mathematics adopted here characterizes an integrated envi-
ronment of tools supporting a wide range of typical research, publication and knowledge manage-
ment activities. Examples of mathematical activities are computing, proving, solving, modeling,
verifying, structuring, maintaining, searching, inventing, paper writing, explaining, illustrating,
and possibly others. Clearly, some of them require a high amount of human ingenuity while oth-
ers do not. An assistance system for mathematics should support activities for which practical
and robust solutions exist, that is, at the moment predominantly those which require less human
ingenuity.

1www.cl.cam.ac.uk/Research/HVG/Isabelle
2hol.sourceforge.net
3pvs.csl.sri.com
4www.ags.uni-sb.de/~omega/
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Meanwhile an impressive range of mathematical support tools is actually available, for in-
stance, computer algebra systems (e.g., Maple and Mathematica), interactive proof assistants
(e.g., Isabelle/HOL and Coq), automated theorem provers (e.g., Vampire and Otter), model
checkers (e.g., Smv), partially integrated hybrid systems (e.g. Omega), search engines (e.g.,
Google), and publishing and typesetting packages (e.g., LaTeX). The integration of one or sev-
eral of these tools within a uniform environment leads to our notion of an integrated mathematics
assistance system. The overall idea, however, is not to replace the mathematician (or engineer or
teacher) but instead to support a fruitful symbiosis of human and machine intelligence in which
the computer takes over tedious routine parts thus setting precious resources free for the human
user.

An obvious and very prominent approach to the development of an assistance system for math-
ematics is the integration of off-the-shelf tools, for instance, automated theorem provers, decision
procedures, and computer algebra systems, into interactive proof assistants. An important issue
in this approach is the provision of transformational mappings between the different representa-
tions employed in the combined tools. Furthermore, the maintenance and effective management
of formalized bits of mathematical knowledge in structured (and probably distributed and shared)
knowledge bases has to be addressed. Syntactic and semantic search facilities are required for
retrieving knowledge from these knowledge sources. Bridging the gap between informal multi-
modal mathematical texts and fully formalized representations is just as important as the com-
bination with powerful publication and typesetting packages. In order to reduce the duplication
and multiplied encoding effort as currently still required in computer-supported mathematics,
we need a smooth and formal transition from technical developments within an assistance sys-
tem back and forth to high-quality publications. Another important issue is the development of
powerful, uniform look-and-feel as well as effective user interfaces which preferentially support a
human-oriented rather than a machine-oriented interaction with the system. They should hide the
minute representational and operational details of the integrated tools. Many support tools and
the mathematical knowledge sources can ideally be shared between different assistance systems
through the development of a mathematical semantic web.

And who needs assistance systems for mathematics?

Computer algebra systems and publishing tools, for example, are already routinely employed in
mathematical research and practice today. Furthermore, interactive proof assistants and model
checkers are nowadays used in industrial applications for formal software and hardware verification
and quality assurance. On the other hand mathematics has existed for thousands of years without
computer support and it is perfectly valid to doubt, as many working mathematicians actually
do, that the immediate impact of the envisioned assistance systems will be overwhelming for the
frontiers of mathematical research.

In recent years, however, we can observe a small but increasing number of success stories
in computer aided mathematics. For example, the four color theorem has been proven in 1976
by Appel and Haken with significant computer support. This proof had a dubious status for a
long time because a verification of it (by hand) seemed impossible. Recently, however, a formal
verification within the assistance system Coq was reported by Georges Gonthier at Microsoft
Research. Another success story is the verification of a proof of the prime number theorem with
the system Isabelle by Jeremy Avigad at Carnegie Mellon University in 2004.

Presumably the most important recent example is the computer supported proof of Kepler’s
conjecture by Thomas Hales at Pittsburgh University. Kepler’s conjecture is a problem in discrete
geometry which has been unsolved for nearly 400 years. The submission of his results to the Annals
of Mathematics resulted in an interesting and controversial debate. Robert D. MacPherson, the
editor in chief of the Annals of Mathematics, gave a presentation at the symposium ‘The nature
of mathematical proof’ of the British Royal Society in London in Fall 2004 in which he revealed
how difficult it is to review results of this nature: a refereeing board of 12 mathematicians had
finally given up to fully verify the proof after 4 years! They could still validate Hales’ reduction of
the original problem to a wide range of subproblems. However, they were not able to verify (nor
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to refute) the many subcriteria that Hales solved with significant computer algebra support. This
happened for the first time in the history of mathematics! As Hilbert’s famous perpetual call from
the heart exemplifies: “Da ist das Problem, suche die Lösung. Du kannst sie durch reines Denken
finden, denn in der Mathematik gibt es keinen Ignorabimus”5, mathematicians have always held
the belief that in principle we know – although we may err – if something is the case or not.

While mathematicians have thus given up on verifying the proof, Hales has started the Flyspeck
project. The aim of this project is to reconstruct, formalize, and fully verify Hales complete proof
in the assistance system Hol-light. This is an a posteriori attempt to apply assistance systems in
a research frontier of mathematics and due to the complexity of the problem and the comparative
mathematical and practical immaturity of today’s mathematical assistance systems this endeavor
will certainly require several years of persistent work.

In the long run, however, the envisioned fully integrated assistance systems will support this
new style of mathematics not a posteriori but from the very start, ideally with far less effort as
currently still required and also at a more human-friendly interaction level.

Is there some low hanging fruit?

Yes, there is. Even in case of a failure of the ambitious Flyspeck project, the existing systems are
already successfully used in less ambitious mathematics such as formal verification in computer
science. In particular students who want to learn mathematics or engineers who want to apply
mathematics – both groups are typically confronted with far less ambitious mathematical prob-
lems than Hales – may well and actually do already benefit from current mathematics assistance
systems. In fact, proof assistants and model checkers have been widely used in applications for
software and hardware verification. Also e-learning environments with integrated support tools
increasingly attract attention in academia as well as in public applications.

Why is it so difficult to build an integrated assistance system for mathematics?

The challenge is to attack the scientific and technological gap between the targeted ideal mathe-
matics assistance environments and the many weaknesses and shortcomings of the current systems.
This requires in particular the combination of techniques and expertise from several research ar-
eas. Research progress and good research training in this multidisciplinary area can currently
probably be best achieved by joining forces in research networks. One example is the European
Calculemus research training network (2000-2004), which has put an emphasis on the training
of young researchers in the areas of computer algebra and deduction systems.

Actually, there are relatively few research groups which have sufficient expertise, background
and critical mass to cover the whole spectrum of relevant research issues to build an all embracing
assistance system for mathematics. This problem is actually analogous to the development of
large and all-encompassing AI systems in general; in fact, these assistance systems can be seen
as an instance of an ambitious, integrated and general AI system, which researchers claim also in
other more common subfields of AI.6 However, a broad research expertise is only one of the many
essential requirements. Availability of human resources, in particular, talented and enthusiastic
PhD students with strong implementational skills is another. In fact, most of the existing attempts
at large and integrated assistance systems have been predominantly achieved with the help of
generations of PhD students and postdocs.7 Such a student-based development strategy imposes
several challenges, not least of which is the software maintenance problem, which is particularly

5Engl.: There is the problem. Seek its solution. You can find it by pure reason, for in mathematics there is no

ignorabimus.
6In their invited talks at this years AAAI-05 conference in Pittsburgh both Ronald J. Brachman and Mar-

vin Minsky argued for building and analyzing large, integrated AI systems. I should think that the envisioned

all-embracing assistance systems for mathematics actually cover a wide range of these typical characteristics an

ambitious, integrated AI system will have as well.
7An example is Peter Andrews’ Tps system, which is based on the contributions of a row of students such as

Dale Miller, Frank Pfenning, Dan Nesmith, Sunil Issar, Hongwei Xi, Matthew Bishop, and Chad Brown. Another

example is our own Omega project with its long sequence of PhDs and postdocs.
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difficult for those groups which do not have the support of an experienced and long-term employed
software engineer to control and guarantee a persistent high quality software development along
uniform conventions. Probably even harder is the organization of a smooth knowledge transfer
in order to pass crucial system expertise from one generation of students to the next. PhD
students and researchers in the area of mathematics assistance systems need in addition to scientific
talent and implementational skills a broad research interest, excellent communication skills, social
competence and teamwork spirit.

An important challenge is to identify the best of todays achievements and to integrate them
into a single best practice environment. In order to achieve significant progress in our research
area the best research strategy is debatable. Two options are “Let the best system win” and
“Cooperate, modularize, and exchange components”. I personally advocate the latter – however,
time will tell.

5.2 Selected Publications

The following selected publications well document my personal research activities on Higher-
Order Logics and Mathematics Assistance Systems in the last decade. The given percentages are
estimations of my personal contribution to each paper.

Higher-Order Semantics

[50%] C. Benzmüller and C. Brown, A Structured Set of Higher-Order Problems.
TPHOLs 2005, no.3606 in LNAI, pp.66-81, Oxford, UK, 2005. c©Springer.

[33%] C. Benzmüller, C. Brown, and M. Kohlhase. Higher-Order Semantics and Exten-

sionality. Journal of Symbolic Logic, 69(4):1027–1088, 2004. c©JSTOR.

Higher-Order Proof Theory

[40%] C. Benzmüller, C. Brown, and M. Kohlhase, Cut-Simulation in Impredicative Log-

ics. IJCAR’06, no.4130 in LNAI, pp.220-314, Seattle, USA, 2006. c©Springer.

Higher-Order Theorem Proving

[100%] C. Benzmüller. Comparing Approaches to Resolution based Higher-Order The-

orem Proving. Synthese, An International Journal for Epistemology, Methodology and
Philosophy of Science, 133(1-2):203–235, 2002. c©Kluwer.

[100%] C. Benzmüller. Extensional Higher-Order Paramodulation and RUE-

Resolution. CADE-16, no.1632 in LNAI, pp.399–413, Trento, Italy, 1999. c©Springer.

[60%] C. Benzmüller and M. Kohlhase. Extensional Higher-Order Resolution. CADE-15,
no.1421 in LNAI, pp.56–71, Lindau, Germany, 1998. c©Springer.

Intergration of Reasoning Systems

[60%] C. Benzmüller, V. Sorge, M. Jamnik, and M. Kerber, Can a Higher-Order and a

First-Order Theorem Prover Cooperate? LPAR-11, no.3452, pp.415-431, Mon-
tevideo, Uruguay, 2005. c©Springer.

[50%] C. Benzmüller and V. Sorge. OANTS – An Open Approach at Combining Interac-

tive and Automated Theorem Proving. In Symbolic Computation and Automated
Reasoning, pp.81–97, 2000. c©A.K.Peters.

[50%] C. Benzmüller, M. Bishop and V. Sorge. Integrating TPS and OMEGA. Journal of

Universal Computer Science, 5:188–207, 1999. c©Springer.
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Mathematics Assistance Systems

[40%] J. Siekmann, C. Benzmüller, and S. Autexier, Computer Supported Mathematics

with OMEGA. Special Issue on Mathematics Assistance Systems, Journal of Applied
Logic. c©Elsevier. In print, 2006.

[40%] J. Siekmann, C. Benzmüller, A. Fiedler, A. Meier, I. Norma and M. Pollet, Proof

Development in OMEGA – The Irrationality of Square Root of 2. In Thirty Five
Years of Automating Mathematics, pp.271–314, 2003. c©Kluwer Applied Logic Series,
Volume 28.

Tutorial Dialog with Mathematics Assistance Systems

[60%] C. Benzmüller and Q.B. Vo, Mathematical Domain Reasoning Tasks in Tutorial

Natural Language Dialog on Proofs. AAAI-05, Pittsburgh, Pennsylvania, 2005.
USA. c©AAAI Press / The MIT Press.

[40%] M. Buckley and C. Benzmüller, An Agent-based Architecture for Dialogue Sys-

tems. Perspectives of System Informatics (PSI’06), Novosibirsk, Akademgorodok, Rus-
sia, 2006. c©Springer LNAI. In print.

[25%] C. Benzmüller, H. Horacek, H. Lesourd, I. Kruijff-Korbayova, M. Schiller, M. Wolska,
DiaWOz-II - A Tool for Wizard-of-Oz Experiments in Mathematics. KI 2006,
Bremen, Germany, 2006. c©Springer LNAI. In print.
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A Structured Set of Higher-Order Problems

Christoph E. Benzmüller and Chad E. Brown

Fachbereich Informatik, Universität des Saarlandes, Saarbrücken, Germany
www.ags.uni-sb.de/{˜chris, ˜cebrown}

Abstract. We present a set of problems that may support the development of cal-
culi and theorem provers for classical higher-order logic. We propose to employ
these test problems as quick and easy criteria preceding the formal soundness and
completeness analysis of proof systems under development. Our set of problems
is structured according to different technical issues and along different notions of
semantics (including Henkin semantics) for higher-order logic. Many examples
are either theorems or non-theorems depending on the choice of semantics. The
examples can thus indicate the deductive strength of a proof system.

1 Motivation: Test Problems for Higher-Order Reasoning Systems

Test problems are important for the practical implementation of theorem provers as well
as for the preceding theoretical development of calculi, strategies and heuristics. If the
test theorems can be proven (resp. the non-theorems cannot) then they ideally provide
a strong indication for completeness (resp. soundness). Examples for early publications
providing first-order test problems are [21,29,23]. For more than decade now the TPTP
library [28] has been developed as a systematically structured electronic repository of
first-order test problems. This repository together with the yearly CASC theorem prover
competitions [24] significantly supported the improvement of first-order and proposi-
tional reasoning systems. Unfortunately, a respective library of higher-order test prob-
lems is not yet available.

This paper presents a small set of significant test problems for classical higher-
order logic that may guide the development of higher-order proof systems. These test
problems are relevant for both automated and interactive higher-order theorem proving.
Even some of our simpler theorems may be difficult to prove interactively. Examples are
our problems 15(a): po→o (ao∧bo) ⇒ p (b∧a) and 16: (po→o ao)∧(p bo) ⇒ (p (a∧b)).

Most of the examples presented here are chosen to be a simple representative of
some particular technical or semantical point. We also include examples illustrating
real challenges for higher-order theorem provers. Our work is relevant in the first place
for theorem proving in classical higher-order logic. However, many of our examples
also carry over to other logics such as intuitionistic higher-order logic. Most of the
presented test problems evolved from experience gained in the development of the
higher-order theorem provers TPS [5] and LEO [10,7]. Some of the examples and (many
others) have been also discussed in other publications on classical higher-order logic,
e.g. [15,17,6,1,4]. The novel contribution of this paper is not the test problems per se,
but the connection of these examples with the particular model classes in which they
are valid (resp. invalid) and their assemblage into a comprehensive set.

J. Hurd and T.F. Melham (Eds.): 2005, LNCS 3603, pp. 66–81, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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We structure many of our examples along two dimensions. The examples are theo-
rems or non-theorems depending on these dimensions.

Extensionality provides one dimension in which we can vary semantics. Assuming
Henkin semantics, for instance, most of our examples denote theorems. If we choose
a weaker semantics, for instance, by omitting Boolean extensionality, then some test
problems become non-theorems providing a test case for soundness with respect to this
more general notion of semantics (in which fewer propositions are valid). By varying
extensionality, we have defined a landscape of eight higher-order model classes and
developed abstract consistency methods and model existence results in [8,9]. This land-
scape of higher-order model classes and the corresponding abstract consistency frame-
work provides much needed support for the theoretical analysis of the deductive power
of calculi for higher-order logic. The test problems we introduce in this paper provide
quick and easy test criteria for the soundness and completeness of proof systems with
respect to these model classes. Testing a proof system with our examples should thus
precede a formal, theoretical soundness and completeness analysis with the abstract
consistency methodology introduced in [8,9].

Set comprehension provides another dimension along which one can vary seman-
tics. In [14] different model classes are defined depending on the logical constants
which occur in the signature. Since many sets are only definable in the presence of
certain logical constants, this provides a way of varying the sets which exist in a model.
In this paper, we provide examples of theorems which are only provable if one can use
certain logical constants for instantiations. In implementations of the automated theo-
rem provers TPS and LEO the problem of instantiating set variables corresponds to the
use of primitive substitutions described in [14,2,3].

Section 2 introduces the syntax of classical higher-order logic following Church
[15]. Section 3 presents some first test problems for pre-unification and quantifier de-
pendencies. In Section 4 we review a landscape of higher-order semantics that distin-
guishes higher-order models with respect to various combinations of Boolean exten-
sionality, three forms of functional extensionality and different signatures of logical
constants. Section 5 provides test problems that are structured according to the intro-
duced landscape of model classes. Section 6 presents some more complex test problems.

2 Classical Higher-Order Logic

As in [15], we formulate higher-order logic (HOL) based on the simply typed λ-calculus.
The set of simple types T is freely generated from basic types o and ι using the function
type constructor →.

For formulae we start with a set V of (typed) variables (denoted by Xα, Y, Z, . . .)
and a signature Σ of (typed) constants (denoted by cα, fα→β , . . .). We let Vα (Σα)
denote the set of variables (constants) of type α. A signature Σ of constants may include
logical constants from the set Σ defined by

{�o, ⊥o, ¬o→o, ∧o→o→o, ∨o→o→o, ⇒o→o→o, ⇔o→o→o}

∪ {Πα
(α→o)→o

∣
∣ α ∈ T } ∪ {Σα

(α→o)→o

∣
∣ α ∈ T } ∪ {=α

α→α→o

∣
∣ α ∈ T }.
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Other constants in a signature are called parameters. The constants Πα and Σα are used
to define ∀ and ∃ (see below) without introducing a binding mechanism other than λ.
The set of HOL-formulae (or terms) over Σ are constructed from typed variables and
constants using application and λ-abstraction. We let wffα(Σ) be the set of all terms of
type α and wff(Σ) be the set of all terms. We use A,B, . . . to denote terms in wffα(Σ).

We use vector notation to abbreviate k-fold applications and abstractions as AUk

and λXk A, respectively. We also use Church’s dot notation so that stands for a (miss-
ing) left bracket whose mate is as far to the right as possible (consistent with given
brackets). We use infix notation A ∨ B for ((∨A)B) and binder notation ∀Xα A for
(Πα(λXα Ao)). While one can consider ∧, ⇒ and ⇔ to be defined (as in [8]), we con-
sider these members of the signature Σ. We also use binder notation ∃X A as shorthand
for Σα(λX A) if Σα is a constant in Σ. We let (Aα=̇αBα) denote the Leibniz equation
∀Pα→o (PA) ⇒ PB.

Each occurrence of a variable in a term is either free or bound by a λ. We use
free(A) to denote the set of free variables of A (i.e., variables with a free occurrence
in A). We consider two terms to be equal (written A ≡ B) if the terms are the same up
to the names of bound variables (i.e., we consider α-conversion implicitly). A term A
is closed if free(A) is empty. We let cwffα(Σ) denote the set of closed terms of type
α and cwff(Σ) denote the set of all closed terms. Each term A ∈ wffo(Σ) is called a
proposition and each term A ∈ cwffo(Σ) is called a sentence.

We denote substitution of a term Aα for a variable Xα in a term Bβ by [A/X ]B.
Since we consider α-conversion implicitly, we assume the bound variables of B avoid
variable capture.

Two common relations on terms are given by β-reduction and η-reduction. A β-
redex (λX A)B β-reduces to [B/X ]A. An η-redex (λX CX) (where X /∈ free(C))
η-reduces to C. For A,B ∈ wffα(Σ), we write A≡βB to mean A can be converted
to B by a series of β-reductions and expansions. Similarly, A≡βηB means A can be
converted to B using both β and η. For each A ∈ wff(Σ) there is a unique β-normal
form (denoted A↓β) and a unique βη-normal form (denoted A↓βη). From this fact we
know A≡βB (A≡βηB) iff A↓β ≡ B↓β (A↓βη ≡ B↓βη).

A non-atomic formula in wffo(Σ) is any formula whose β-normal form is (cAn)
where c is a logical constant. An atomic formula is any other formula in wffo(Σ).

Many of the example problems in this paper employ equality, e.g. ¬(a = ¬a). We
have different options for the encoding of equality. We can either use primitive equality
(i.e., equality as a logical constant) or use some definition of equality in terms of other
logical constants. A common definition is Leibniz equality (∀Pα→o (PA) ⇒ PB),
but others are possible (see Exercise X5303 in [4]). In many examples we will denote
equality by

∗= (e.g., ¬(a ∗= ¬a)). For each different interpretation of equality, we obtain
a different example. We will discuss conditions under which different choices lead to
theorems and which choices lead to non-theorems.

For some types, one can also define equality extensionally. For example, one can use

equivalence instead of equality at type o. Similarly, at any type α → o, we introduce
set=

to denote set equality, i.e.,
set= is an abbreviation for

λUα→oλVα→o∀Xα UX ⇔ V X.
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In some cases, the use of an extensional definition of equality yields a theorem which
can be proven without assuming extensionality. We will not use the notation

∗= to refer
to any extensional definition of equality. Interpreting

∗= extensionally would signifi-
cantly change some of the discussion below.

3 Test Problems for Pre-unification and Quantifier Dependencies

Higher-order pre-unification (see [26]) and higher-order Skolemization (see [22]) are
important basic ingredients for building an automated higher-order theorem prover.
They are largely independent of the chosen semantics for higher-order logic with one
exception:β versus βη. As noted in [18] the unification problem relative to β-conversion
is different from the unification problem relative to βη-conversion.

3.1 Pre-unification

Implementing a sound, complete and efficient pre-unification algorithm for the simply
typed λ-calculus is a highly non-trivial task. Since higher-order pre-unification extends
standard first-order unification all first-order test problems in the literature also apply to
the higher-order case.

Some specific higher-order test problems can be obtained from the literature on
higher-order unification and pre-unification, for example [26,25]. We will now illustrate
how further challenging test examples can be easily created using Church numerals.

Church numerals are usually employed in the context of the untyped λ-calculus to
encode the natural numbers. This encoding can be partly transformed in a simply typed
or polymorphic typed λ-calculus. This includes the definition of successor, addition and
multiplication which we employ in or test problems.

Iteration is the key concept to encode natural numbers as Church numerals. For each
type α, we can define the Church numeral nα by (λFα→αλYα (FnY ))(α→α)→(α→α)
where (FnY ) is shorthand for (F (F . . . (F

︸ ︷︷ ︸

n−times

Y ))). We will often write n instead of nα,

leaving the dependence on the type implicit. Omitting types1, the successor function s
can be defined as λNλFλY F (NFY ), addition + as λMλNλFλY MF (NFY ) and
multiplication × as λMλNλFλZ N(MF )Z . To ease notation, we write + and × in
infix.

Arithmetic equations on Church numerals such as 3×4 ∗= 5+7 or (((1̄0×1̄0)×1̄0) ∗=
((1̄0×5̄)+(5̄×1̄0))×1̄0)) provide highly suited test problems for the efficiency of
β-conversion or βη-conversion in the proof system. Of course, in order to correctly
implement β- and η-conversion, one must first properly implement α-conversion.

We obtain more challenging test problems if we employ pre-unification for synthe-
sizing Church numerals and arithmetical operations.

Example 1. (Solving arithmetical equations using pre-unification) The following ex-
amples are provable using pre-unification for β-conversion.

1 N, M are of type (α → α) → (α → α), F is of type α → α, and Y, Z are of type α.
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(a) ∃N(ι→ι)→ι→ι ((N×1) ∗= 1) (There are two solutions, 1 and (λFι ι F ), if one only
assumes β-conversion. There is one solution assuming βη-conversion.)

(b) ∃N (N×4) ∗= 5+7
(c) ∃H (((H 2̄)3̄) ∗= 6̄) ∧ (((H 1̄)2̄) ∗= 2̄))
(d) ∃N, M (N×4) ∗= 5+M (There are infinitely many solutions to this problem.)

3.2 Quantifier Dependencies

In proof search with tableaux and expansion proofs, variable conditions can be used
to encode quantifier dependencies. Of course, one must be careful to obtain a sound
framework. For instance, the variable conditions added with each eliminated existential
quantifier in the framework used in [20] allow (incorrect) proofs of the following first-
order non-theorems:

Example 2. (First-order non-theorems)

(a) (Example 2.9 in [30]) (∃Xι∀Yι qι→ι→oXY ) ∨ (∃Uι∀Vι ¬qV U)
(b) (Example 2.50 in [30]) ∃Yι∀Xι ((∀Zι qι→ι→oXZ) ∨ (¬qXY ))

In [19] an attempt was made to use variable conditions in the context of resolution
theorem proving (for a sorted extension of higher-order logic) instead of introducing
Skolem terms. However, the system was unsound as it allowed a resolution refutation
proving the following non-theorem:

Example 3. (Non-Theorem: Every function has a fixed point) ∀Fα→α ∃Xα F X=̇X .
The idea is that one obtains two single-literal clauses (Pι→o(FX)) and ¬(PY ) using
clause normalization and variable renaming (where X and Y can be instantiated). One
then obtains the empty clause by unifying Y with (FX).

Skolem terms avoid incorrect proofs of such theorems since the Skolem terms will
preserve the relationship between renamed variables in different clauses. In particular,
if S is a Skolem function, we would obtain single-literal clauses (Sι→ι→oX(FX)) and
¬(Sι→ι→oY Y ) which cannot be resolved and unified.

There is a relationship between Skolemization and the axiom of choice in the first-
order case which becomes more delicate in the higher-order case. Consider formulas
∀xι∃yιϕ(x, y) and ∀xιϕ(x, (fι→ιx)). In first-order logic, the two formulas are equiva-
lent with respect to satisfiability whenever f does not occur in ϕ. The equivalence fol-
lows from the fact that any first-order model (with domain Dι) satisfying ∀x∃yϕ(x, y)
can be extended to interpret f as a function g : Dι −→ Dι such that ∀xϕ(x, (fx))
holds. In general, the axiom of choice (at the meta-level) is required to conclude the
function g exists. The situation is different in the higher-order case. As we shall see
when we consider higher-order models, we would need to interpret f not simply as a
function from Dι to Dι, but as a member of a domain Dι→ι. Existence of an appropri-
ate function from Dι to Dι follows from the axiom of choice at the meta-level, but the
existence of an appropriate element of Dι→ι would only follow from a choice property
internal to the higher-order model.

Dale Miller has shown that a naive adaptation of standard first-order Skolemization
to higher-order logic allows one to prove particular instances of the axiom of choice.
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For example, naive Skolemization permits an easy proof of the following version of the
axiom of choice:

Example 4. (Choice) (∀X∃Y rXY ) ⇒ (∃F∀X rX(FX))

However, naive Skolemization does not provide a complete method for reasoning with
choice. The following example is equivalent to the axiom of choice (essentially Axiom
11 in [15]) but is not provable using naive Skolemization.

Example 5. (Choice) ∃E(ι→o)→ι∀P (∃Y PY ) ⇒ P (EP )

Thus standard first-order Skolemization is unsound in higher-order logic as it partly
introduces choice into the proof system. Dale Miller has fixed the problem by adding
further conditions (see [22]): any Skolem function symbol fn with dependency arity n
(the existentially bound variable to be eliminated by a new Skolem term headed by f is
depending on n universial variables) may only occur in formulas fnAn, where none of
the Ai contains a variable that is bound outside of the term fnAn.

4 Semantics for HOL

In [8] we have re-examined the semantics of classical higher-order logic with the pur-
pose of clarifying the role of extensionality. For this we have defined eight classes of
higher-order models with respect to various combinations of Boolean extensionality
and three forms of functional extensionality. One can further refine these eight model
classes by varying the logical constants in the signature Σ as in [14].

A model of HOL is given by four objects: a typed collection of nonempty sets
(Dα)α∈T , an application operator @: Dα→β ×Dα −→ Dβ , an evaluation function E for
terms and a valuation function υ: Do −→ {T, F}. A pair (D, @) is called a Σ-applicative
structure (see [8](3.1)). If E is an evaluation function for (D, @) (see [8](3.18)), then
we call the triple (D, @, E) a Σ-evaluation. If υ satisfies appropriate properties, then we
call the tuple (D, @, E , υ) a Σ-model (see [8](3.40 and 3.41)).

Given an applicative structure (D, @), an assignment ϕ is a (typed) function from
V to D. An evaluation function E maps an assignment ϕ and a term Aα ∈ wffα(Σ) to
an element Eϕ(A) ∈ Dα. Evaluation functions E are required to satisfy four properties
given in [8](3.18)). If A is closed and E is an evaluation function, then Eϕ(A) cannot
depend on ϕ and we write E(A).

A valuation υ: Do −→ {T, F} is required to satisfy a property Lc(E(c)) for every
logical constant c ∈ Σ (see [8](3.40)). For each logical constant c, Lc(a) is defined to
hold if a is an object of a domain Dα satisfying the characterizing property of the logical
constant c. For example, L¬(n) holds for n ∈ Do→o iff for every a ∈ Do, υ(n@a) is T iff
υ(a) is F. Likewise, L=α(q) holds for q ∈ Dα→α→o if for every a, b ∈ Dα, υ(q@a@b)
is T iff a equals b.

Given a model M := (D, @, E , υ), an assignment ϕ and a proposition A (or set of
propositions Φ), we say M satisfies A (or Φ) and write M |=ϕ A (or M |=ϕ Φ) if
υ(Eϕ(A)) ≡ T (or υ(Eϕ(A)) ≡ T for each A ∈ Φ). If A is closed (or every member of
Φ is closed), then we simply write M |= A (or M |= Φ) and say M is a model of A
(or Φ). We also consider classes M of Σ-models and say a proposition A is valid in M
if M |=ϕ A for every M ∈ M and assignment ϕ.
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In order to define model classes which correspond to different notions of exten-
sionality, we define five properties of models (see [8](3.46, 3.21 and 3.5)). For each
Σ-model M := (D, @, E , υ), we say M satisfies property

q iff for all α ∈ T there is a qα ∈ Dα→α→o with L=α(qα).
η iff (D, @, E) is η-functional (i.e., for each A ∈ wffα(Σ) and assignment ϕ, Eϕ(A) ≡

Eϕ(A↓βη)).
ξ iff (D, @, E) is ξ-functional (i.e., for each M,N ∈ wffβ(Σ), X ∈ Vα and assignment

ϕ, Eϕ(λXα Mβ) ≡ Eϕ(λXα Nβ) whenever Eϕ,[a/X](M) ≡ Eϕ,[a/X](N) for every
a ∈ Dα).

f iff (D, @) is functional (i.e., for each f, g ∈ Dα→β , f ≡ g whenever f@a ≡ g@a for
every a ∈ Dα).

b iff υ is injective.

For each ∗ ∈ {β,βη,βξ,βf,βb,βηb, βξb,βfb} and each signature Σ we define M∗(Σ)
to be the class of all Σ-models M such that M satisfies property q and each of the
additional properties {η, ξ, f, b} indicated in the subscript ∗ (see [8](3.49)). We always
include β in the subscript to indicate that β-equal terms are always interpreted as iden-
tical elements. We do not include property q as an explicit subscript; q is treated as a
basic, implicit requirement for all model classes. See [8](3.52) for a discussion on why
we require property q. (We also briefly explore models which do not satisfy property
q in the context of Example 8 and again in Subsection 5.3.) Since we are varying four
properties, one would expect to obtain 16 model classes. However, we showed in [8]
that f is equivalent to the conjunction of ξ and η. Note that, for example, Mβf(Σ) is
a larger class of models than Mβfb(Σ), hence fewer propositions are valid in Mβf(Σ)
than are valid in Mβfb(Σ). In our examples we try to indicate the largest of our model
classes in which the proposition is valid. Implicitly, this means the proposition is also
valid in smaller (more restricted) model classes and may not be valid in larger (less
restricted) ones.

5 Test Problems for Higher-Order Theories

Unless stated otherwise, we assume the signature includes Σ (see p. 67) and write
M∗ for M∗(Σ). Many of the examples could be considered in the context of smaller
signatures. In the following discussion, we only consider smaller signatures in order to
make particular points. (Note that if the signature becomes too small, Leibniz equality,
for example, is no longer expressible.)

5.1 Properties of Equality

There are many useful first-order test problems on equality reasoning in the literature.
For instance, in [12] the following clause set is given to illustrate the incompleteness of
the RUE-NRF resolution approach as introduced in [16]:

{g(f(a)) = a, f(g(X)) �= X}
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Here, X is a free variable (i.e., implicitly universially quantified) and f, g are unary
function symbols. In [12] it is shown that this inconsistent clause set cannot be refuted
in the first-order RUE-NRF approach.

We now present some higher-order test problems addressing properties of equality.
Some of them apply to many possible notions of equality while others describe specific
properties of individual notions or relate different notions to each other.

Example 6. Equality is an equivalence relation in Mβ . These particular examples should
be theorems even if one replaces

∗= with an extensional definition of equality (e.g., ⇔
at type o or

set= at any type α → o).

(a) ∀Xα X
∗= X

(b) ∀Xα∀Yα X
∗= Y ⇒ Y

∗= X
(c) ∀Xα∀Yα∀Zα (X ∗= Y ∧ Y

∗= Z) ⇒ X
∗= Z

Example 7. Equality obeys the congruence property (substitutivity property) in Mβ .

(a) ∀Xα∀Yα∀Fα→α X
∗= Y ⇒ (FX) ∗= (FY )

(b) ∀Xα∀Yα∀Pα→o (X ∗= Y ) ∧ (PX) ⇒ (PY )

Example 8 relates the Leibniz definition of equality to primitive equality.

Example 8. (aα=̇αbα) ⇒ (a =α b).

One could legitimately debate whether Example 8 should be a theorem. On the one
hand, if Example 8 is not a theorem, then one should not consider Leibniz equality to
be a definition of real equality. Semantically, Henkin’s first (quite natural) definitions
of models allowed models in which Leibniz equality (e.g., at type ι) does not evaluate
to equality of objects in the model. Such a model M is constructed in [1]. This model
M is a Σ-model in the sense of this paper (if one assumes =α /∈ Σ for every type α),
but is not in any model class M∗(Σ) since property q fails. There is a slight technical
problem with saying M provides a counter-model for Example 8 since one cannot
express Example 8 without =ι∈ Σ. As in [14], one can distinguish between internal
and external uses of equality (as well as ⇒ and ∀) and determine that M is (in a sense
that can be made precise) a countermodel for Example 8.

If a model satisfies property q, then Example 8 is valid for any type α. If a logical
system is intended to be complete for one of our model classes M∗(Σ), then Exam-
ple 8 should be a theorem. For the complete natural deduction calculi in [8], there is
an explicit rule which derives primitive equality from Leibniz equality. In some sense,
requiring property q semantically corresponds to explicitly requiring that Example 8 be
provable.

Also, if =α∈ Σ, then Example 8 (for this particular type α) is valid in any Σ-
model. A proof using primitive equality could instantiate the Leibniz variable Pα→o

with (λZα a = Z). The important point is that = must be available for instantiations
during proofs (not simply for expressing the original sentence).

Extensionality is the distinguishing property motivating our different model classes.
For both, functional and Boolean extensionality, we distinguish between a trivial and a
non-trivial direction.
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Example 9. The trivial directions of functional and Boolean extensionality are valid
in Mβ .

(a) ∀Fα→β∀Gα→β F
∗= G ⇒ (∀Xα (FX) ∗= (GX))

(b) ∀Ao∀Bo A
∗= B ⇒ (A ⇔ B)

The other directions are not valid in Mβ . They become theorems only relative to
more restricted model classes in our landscape.

Example 10. (discussed in [15]; Axiom 10 in [17]) ∀Ao∀Bo (A ⇔ B) ⇒ A
∗= B is

valid in Mβb. This is the non-trivial direction of Boolean extensionality.

Example 11. ([15,17], Axiom 10βα) ∀Fα→β∀Gα→β (∀Xα (FX) ∗= (GX)) ⇒ F
∗=

G is valid in Mβf. This is the non-trivial direction of functional extensionality. (Property
q is also relevant to this example as is discussed in [8].)

5.2 Extensionality

We next present examples that illustrate distinguishing properties of the different model
classes with respect to extensionality. In the preceding sections we have already men-
tioned several test problems that are independent of the “amount of extensionality” and
which are theorems in Mβ . We additionally refer to all first-order test problems as, for
instance, provided in the TPTP library.

η-equality is usually realized as part of the pre-unification algorithm in a higher-
order reasoning system. It is important to note that η-equality should not be confused
with full extensionality. In literature on higher-order rewriting, for instance [25], the
notion of extensionality is usually only associated with η-conversion which is far less
than full extensionality.

Example 12. (p(ι→ι)→o(λXι fι→ιX))⇒(p(ι→ι)→of) is essentially 21 from [15] which
expresses η-equality using Leibniz equality. It is valid in Mβη but not in Mβ .

Property ξ together with η gives us full functional extensionality.

Example 13. Validity of (∀Xι (fι→ιX) ∗= X) ∧ p(λXιX) ⇒ p(λXι fX) only de-
pends on ξ, not on η. It is thus valid in Mβξ (but not in model classes which do not
require either ξ or f).

Example 14. (∀Xι (fι→ιX) ∗= X)∧ p(λXιX) ⇒ pf is valid in Mβf, but not in model
classes which do not require f.

As in Example 11, property q is important for validity of Example 13 in Mβξ and
validity of Example 14 in Mβf.

Example 15. ([7]) (a) po→o (ao ∧ bo) ⇒ p (b ∧ a) and (b) ao ∧ bo ∧ (po→oa) ⇒ (pb)
are valid iff we require Boolean extensionality as in Mβb.

Example 16. (po→o ao) ∧ (p bo) ⇒ (p (a ∧ b)) is a theorem of Mβb which is slightly
more complicated to mechanize in some calculi; see [7] for more details.
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Example 17. ¬(a = ¬a) is valid in Mβb. As discussed in [7] this example motivates
specific inference rules for the mechanization of primitive equality.

The following is a tricky example introduced in [14].

Example 18. (ho→ι((h�) ∗= (h⊥))) ∗= (h⊥) is valid in Mβb, but not in model classes
which do not require property b.

Many people do not immediately accept that Example 18 is a theorem. A simple
informal argument is helpful. Either (h�) ∗= (h⊥) is true or false. If the equation
holds, then Example 18 reduces to (h�) ∗= (h⊥) which we have just assumed. If the
equation is false, then Example 18 reduces to (h⊥) ∗= (h⊥), an instance of reflexivity.

Example 19 combines Boolean extensionality with η-equality.

Example 19. p(ι→ι)→o(λXι fo→ι→ι(a(ι→ι)→o(λXι fboX)∧b)X) ⇒ p(f(b∧ a(fb)))
is valid in Mβηb, but is not valid if properties b and η are not assumed.

By DeMorgan’s Law, we know X ∧Y is the same as ¬(¬X ∨¬Y ). In Example 20,
we vary the notion of “is the same as” to obtain several examples which are only prov-
able with some amount of extensionality. Note that if we only assume property ξ, we
can only conclude the η-expanded form of ∧ is equal to (λXλY ¬(¬X ∨ ¬Y )).

Example 20. Consider the following examples.

(a) ∀X∀Y X ∧ Y ⇔ ¬(¬X ∨ ¬Y ) is valid in Mβ .
(b) ∀X∀Y X ∧ Y

∗= ¬(¬X ∨ ¬Y ) is valid in Mβb.
(c) (λUλV U ∧ V ) ∗= (λXλY ¬(¬X ∨ ¬Y )) is valid in Mβξb.
(d) ∧ ∗= (λXλY ¬(¬X ∨ ¬Y )) is valid in Mβfb.

Finally we reach Henkin semantics which is characterized by full extensionality,
i.e. the combination of Boolean and functional extensionality. Example 20(d) already
provided one example valid only in Mβfb.

Example 21. The following theorem in Mβfb characterizes the fact that in all Henkin
models we have exactly four functions mapping truth values to truth values.

((p λXo Xo) ∧ (p λXo ¬Xo) ∧ (p λXo ⊥) ∧ (p λXo �)) ⇒ ∀Yo→o (p Y )

Example 22. As exploited in [11], set theory problems can be concisely and elegantly
formulated in higher-order logic when using λ-abstraction to encode sets as character-
istic functions. For instance, given a predicate pα→o the set of all objects of type α that
have property p is denoted as λXα (pX). We then define set operations as follows (we
give only some examples):

set operation defined by
∈α→(α→o)→o λZαλXα→o(XZ)
{.}α→(α→o) λUα(λZα Z

∗= U)
∅α→o (λZα⊥)
∩(α→o)→(α→o)→(α→o) λXα→oλYα→o(λZα Z ∈ X ∧ Y ∈ Y )
∪(α→o)→(α→o)→(α→o) λXα→oλYα→o(λZα Z ∈ X ∨ Y ∈ Y )
⊆(α→o)→(α→o)→o λXα→oλYα→o(∀Zα Z ∈ X ⇒ Y ∈ Y )
℘(α→o)→((α→o)→o) λXα→o(λYα→o Y ⊆ X)
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We can now formulate some test problems on sets:

(a) aα→o ∪ (bα→o ∩ cα→o)
set= (a ∪ b) ∩ (a ∪ c) is valid in Mβ .

(b) aα→o ∪(bα→o ∩cα→o)
∗= (a∪b)∩(a∪c) is valid in Mβξb but not in model classes

without ξ and b.
(c) ℘(∅α→o)

set= {∅α→o} is valid in Mβfb but not in model classes without f and b.
The example is not valid in Mβ due to the embedded equation introduced by the
definition of a singleton set {.}.

(d) and ℘(∅α→o)
∗= {∅α→o} is valid in Mβfb but not in model classes without f and b.

These examples motivate pre-processing in higher-order theorem proving in which
the definitions are fully expanded and in which the extensionality principles are em-
ployed es early as possible. After pre-processing, many problems of this kind can be
automatically translated from their concise and human readable higher-order represen-
tation into first-order or even propositional logic representations to be easily checked
by respective specialist systems.

5.3 Set Comprehension

One of the advantages of Church’s type theory is that instead of assuming compre-
hension axioms one can simply use terms defining sets for set instantiations. Such set
instantiations make use of logical constants in the signature Σ. As in [14] one can vary
the signature of logical constants in order to vary the set comprehension assumed in
Σ-models. With different amounts of set comprehension, different examples will be
valid.

Generating set instantiations is one of the toughest challenges for the automation of
higher-order logic. (In fact set instantiations can be employed to simulate the cut-rule
as soon as one of the following prominent axioms of higher-order logic is available
in the search space: comprehension, induction, extensionality, choice, description.) Set
instantiations are often generated during automated search using an enumeration tech-
nique involving primitive substitutions.

For each example below, we note restrictions on the signature Σ under which the
example is either valid or not valid. Since we would like to distinguish between sig-
natures which contain primitive equality (at various types) and those which do not, we
consider classes of models which do not necessarily satisfy property q. In particular,
let M−q

β (Σ) be the set of all Σ-models and let M−q
βfb(Σ) be the set of all Σ-models

satisfying properties f and b (without requiring property q).
As in Example 8 one can focus on the use of logical constants in Σ for instantia-

tions and ignore certain uses of logical constants to express the formula. For example,
suppose A ∈ cwffo(Σ), M is a Σ-model and ¬ /∈ Σ. While (¬A) /∈ wffo(Σ), we can
consider (¬A) to be a Σ-external proposition and define M |= ¬A to mean M �|= A.
Intuitively, the negation is used externally in (¬A). We can inductively define the set
of Σ-external propositions M and the meaning of M |= M for Σ-models M. After
doing so, most of the examples below are Σ-external propositions even if Σ contains
no logical constants. Only Examples 30 and 33 in this section make nontrivial uses of
certain logical constants to express the propositions. Due to space considerations, we
refer the reader to [14] for details.
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If Σ is sufficiently small, then one can construct two trivial models in M−q
βfb(Σ)

where Do is either simply {T} or {F}. (This possibility was ruled out in [8] since we
assumed ¬ ∈ Σ.)

Example 23. ∃PP is valid in M−q
β (Σ) if either � ∈ Σ or ¬ ∈ Σ. The example is not

valid in M−q
βfb(Σ) if Σ ⊆ {⊥, ∧, ∨} ∪ {Πα, Σα|α ∈ T }. (Any proof must use a set

instantiation involving either �, ¬, ⇒, ⇔ or some primitive equality.)

Example 24. ¬∀PP is valid in M−q
β (Σ) if either ⊥ ∈ Σ or ¬ ∈ Σ. The example is

not valid in M−q
βfb(Σ) if Σ ⊆ (Σ \ {⊥, ¬}). (Any proof must use a set instantiation

involving either ⊥ or ¬.)

Example 25 characterizes when an instantiation satisfying the property of nega-
tion is possible. This can be either because the signature supplies negation or supplies
enough constants to define negation.

Example 25. ∃No→o∀Po NP ⇔ ¬P is valid in M−q
β (Σ) if ¬ ∈ Σ. The example is

also valid in M−q
β (Σ) if ⊥ ∈ Σ and {⇒, ⇔} ∩ Σ �= ∅ since one can consider either

the term λXo X ⇒ ⊥ or the term λXo X ⇔ ⊥. The example is not valid in M−q
βfb(Σ)

if Σ ⊆ {�, ⊥, ∧, ∨} ∪ {Πα, Σα|α ∈ T }.

One possibility we did not cover in Example 25 is if Σ is {⊥, =o}. Consider the
term (λXo X =o ⊥). This only defines negation if we assume Boolean extensionality.
Hence we obtain the interesting fact that Example 25 is valid in M−q

βfb({⊥, =o}), but is

not valid in M−q
β ({⊥, =o}).

One can modify Example 25 in a way that requires not only a set instantiation for
negation, but also extensionality.

Example 26. ¬∀Fo→o∃X (FX) ∗= X is valid in M−q
βfb(Σ) if ¬ ∈ Σ. The example is

not valid in M−q
β (Σ) regardless of the signature Σ. Also, the example is not valid in

M−q
βfb(Σ) if Σ ⊆ {�, ⊥, ∧, ∨} ∪ {Πα, Σα|α ∈ T }.

Example 27 characterizes when an instantiation can essentially define disjunction
and Example 28 characterizes when an instantiation can essentially define the univer-
sal quantifier at type α. Clearly one can modify these examples for any other logical
constant.

Example 27. ∃Do→o→o∀Po∀Qo DPQ ⇔ (P ∨ Q) is valid in M−q
β (Σ) if ∨ ∈ Σ. The

example is also valid in M−q
β (Σ) if {¬, ∧} ⊆ Σ.

Example 28. ∃Q(α→o)→o)∀Pα→o QP ⇔ ∀Xα PX is valid in M−q
β (Σ) if Πα ∈ Σ.

Recall that Example 8 already provided an example in which one might require a
set instantiation involving primitive equality (depending on how the calculus relates
Leibniz equality to primitive equality).

A few interesting set instantiations involve no logical constants, but do make use of
projections (see [18]). Sometimes such projections can be obtained from higher-order
unification, as in Example 29.
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Example 29. ∃No→o∀Po NP ⇔ P is valid in M−q
β (∅).

However, one cannot expect higher-order unification to always provide projection
terms when they are needed. Example 30 was studied extensively in [2] (see THM104)
in order to demonstrate this fact. In this example, we make use of the abbreviation
{.} which was defined in Example 22. If the definition of {.} makes use of primitive
equality, one must assume =ι∈ Σ to express the proposition. If {.} is defined using
Leibniz equality, then one must assume ¬, Πι→o ∈ Σ to express the proposition.

Example 30. ∀Xι∀Zι {X}=̇{Z} ⇒ X=̇Z is valid in M−q
β (Σ) so long as Σ is suffi-

cient to express the proposition.

The examples above are straightforward examples designed to ensure completeness
of theorem provers with respect to set comprehension. A more natural theorem which
requires set instantiations is Cantor’s Theorem. Two forms of Cantor’s Theorem were
studied with respect to set comprehension in [14]. Example 31 is the surjective form of
Cantor’s Theorem discussed in [4].

Example 31. (Surjective Cantor Theorem) ¬∃Gα→α→o∀Fα→o∃Jα GJ =α→o F is
valid in M−q

βfb(Σ) if ¬ ∈ Σ. The example is not valid in M−q
βfb(Σ) if Σ ⊆ {�, ⊥, ∧, ∨}∪

{Πα, Σα|α ∈ T } (see Theorem 6.7.8 in [14]).

An alternative formulation of Cantor’s Theorem (see [5,14]) is the injective form
shown in Example 32. Almost any higher-order theorem prover complete for the cor-
responding model class should be capable of proving the previous examples in this
subsection. Example 32 is far more challenging. At the present time, no theorem prover
has found a proof of Example 32 automatically.

Example 32. (Injective Cantor Theorem) ¬∃H(ι→o)→ι∀Pι→o∀Qι→o HP =ι HQ ⇒
P =ι→o Q is valid in M−q

βfb(Σ) if {¬, ∧, =ι, Πι→o} ⊆ Σ (see Lemma 6.7.2 in [14]).

The example is not valid in M−q
βfb(Σ) if Σ ⊆ {�, ⊥, ¬, ∧, ∨, ⇒, ⇔, Πι, Σι, =ι→o}.

(This fact follows from the results in Section 6.7 of [14].)

One of the difficulties of proving Example 32 is that certain set instantiations seem
to be needed beneath other set instantiations (see [5]). The next family of examples
illustrates that nontrivial set instantiations can occur within set instantiations with an
arbitrary number of iterations.

Example 33. Assume Σ contains ¬ and Πα for every type α. Fix a constant cι. We will
define a theorem Dn

o for each natural number n. By induction on n, define simple types
τn and abbreviations An

τn→o as follows.

(a) Let τ0 be the type ι and τn+1 be τn → o for each natural number n.
(b) Let A0

ι→o be λZ (Z=̇cι) ∧ � and An+1 be λZτn+1 (Z=̇An) ∧ ∃Tτn ZT for each
natural number n.

Finally, for each n, let Dn
o be ∃SτnAnS. Each Dn is a valid in M−q

β (Σ). The constant
cι is the obvious witness for D0. For each n, An is the witness for Dn+1. Note that
a subgoal of showing An is the witness for Dn+1 involves showing An is nonempty
(which was Dn). Hence this proof of Dn+1 involves all the previous instantiations
A0, . . . ,An.
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6 More Complex Examples

Here we present technically or proof theoretically challenging examples. First we con-
sider a class of hard problems simply involving β-reduction.

Example 34. Let α0 be ι and αn+1 be (αn → αn) for each n. Note that the Church

numeral 2αn

has type αn+2. For any n we can form the term (2αn

2αn−1

· · · 2α0

) of type
(ι → ι) → ι → ι. The size of the β-normal form of this term is approximately of size

2(2···
2)

containing n + 1 ‘2s’. (This is a well-known example, mentioned in [27].) For

n ≥ 4 it becomes infeasible to β-normalize such a term (since 2222
2

is 265536, a number
much larger than google). One can express relatively simple theorems using this term
such as

(2αn

2αn−1

· · · 2α0

)(λXιX) ∗= (λXιX).

If one avoids eager β-normalization and allows lemmas, then there is a reasonably short
proof using higher-order logic. We first define the set Cα

2 of Church numerals (over α)
greater than or equal to 2:

λN(α→α)→α→α∀P (P2α ∧ (∀M PM ⇒ P (sM))) ⇒ PN.

(Technically, (0 2) is β-equal to (λFι→ιF ), which is not equal to 1. We work with the
set of Church numerals greater than or equal to 2 to avoid this problem.) One can prove
two results with little trouble (where the lengths of the proofs do not depend on the
type α):

(a) ∀N((α→α)→α→α)→(α→α)→α→α Cα→α
2 N ⇒ Cα

2 (N2α)
(b) ∀N(α→α)→α→α Cα

2 N ⇒ (N(λXα X)) = (λXαX)

Using (a) at several types and (b) at type ι, we can prove, e.g.,

(2α4

2α3

2α2

2α1

2α0

)(λXιX) ∗= (λXιX)

in higher-order logic without β-normalizing.

In [13, Chapter 25, p. 376–382] Boolos presents a related example of a first-order
problem which has only a very long (practically infeasible) derivation in first-order
logic, but which has a short derivation in a second-order logic, by making use of com-
prehension axioms.

Example 35. (Boolos’ Curious Inference)

(∀n f(n, 1) = s(1) ∧ ∀x f(1, s(x)) = s(s(f(1, x)))
∧ ∀n ∀x f(s(n), s(x)) = f(n, f(s(n), x))
∧ D(1) ∧ ∀x (D(x) ⇒ D(s(x))))

⇒ D(f(s(s(s(s(1)))), s(s(s(s(1))))))

If there were an appropriate (first-order) induction principle available, then there
should be a short proof of this example. Note that the example specifies f to be the Ack-
ermann function which grows extremely fast and hence f(s(s(s(s(1)))), s(s(s(s(1)))))
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is a very big number. Actually, there is long first-order proof which is relatively easy

to describe. Boolos argues that any first-order proof must be of size at least 2(2···
2)

containing 64K ‘2s’ in all (far more enormous than the number 264K in Example 34).
There is no chance of formally representing such a proof with all computation power
ever. Boolos presents a short alternative proof in second-order logic that makes use of
higher-order lemmas obtained from comprehension axioms. Formulating the appropri-
ate lemmas (as with the lemmas in Example 34) requires human ingenuity that goes
beyond the capabilities of what can be supported with primitive substitution and lemma
speculation techniques in current theorem proving approaches.

As discussed in [3], there is a family of theorems A1,A2, . . . which are all of the
same low order such that An is not provable unless one uses set instantiations involving
nth-order quantifiers. To obtain concrete examples from the argument, one must use
Gödel numbering. A family of simpler examples displaying this phenomenon would
likely be enlightening.

7 Conclusion

We have presented a first set of higher-order test examples that may support the develop-
ment of higher-order proof systems. This set of examples has been structured according
to technical aspects and the semantic properties of extensionality and set comprehen-
sion. Future work is to add examples and include them in either the TPTP library or
an appropriate higher-order variant. Many more examples are particularly needed to
illustrate properties of different forms of equality.
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Abstract. In this paper we re-examine the semantics of classical higher-order logic with the purpose

of clarifying the role of extensionality. To reach this goal, we distinguish nine classes of higher-order

models with respect to various combinations of Boolean extensionality and three forms of functional

extensionality. Furthermore, we develop a methodology of abstract consistency methods (by providing the

necessary model existence theorems) needed to analyze completeness of (machine-oriented) higher-order

calculi with respect to these model classes.

§1. Motivation. In classical first-order predicate logic, it is rather simple to assess
the deductive power of a calculus: first-order logic has a well-established and
intuitive set-theoretic semantics, relative towhich completeness can easily be verified
using, for instance, the abstract consistency method (cf. the introductory textbooks
[6, 22]). This well understoodmeta-theoryhas supported the development of calculi
adapted to special applications—such as automated theorem proving (cf. [16, 47]
for an overview).
In higher-order logics, the situation is rather different: the intuitive set-theoretic
standard semantics cannot give a sensible notion of completeness, since it does
not admit complete (recursively axiomatizable) calculi [24, 6]. There is a more
general notion of semantics [26], the so-called Henkin models, that allows complete
(recursively axiomatizable) calculi and therefore sets the standard for deductive
power of calculi.
Peter Andrews’ Unifying Principle for Type Theory [1] provides a method of
higher-order abstract consistency that has become the standard tool for complete-
ness proofs in higher-order logic, even though it can only be used to show complete-
ness relative to a certain Hilbert style calculus Tâ . A calculus C is called complete
relative to a calculus Tâ iff (if and only if) C proves all theorems of Tâ . Since Tâ is
not complete with respect to Henkin models, the notion of completeness that can
be established by this method is a strictly weaker notion thanHenkin completeness.
The differences between these notions of completeness can largely be analyzed in
terms of availability of various extensionality principles, which can be expressed
axiomatically in higher-order logic.
As a consequence of the limitations of Andrew’s Unifying Principle, calculi for
higher-order automated theorem proving [1, 32, 33, 34, 42, 36, 37] and the cor-
responding theorem proving systems such as Tps [7, 8], or earlier versions of the
Leo [14] system are not complete with respect to Henkin models. Moreover, they

Received February 23, 1998; final version March 29, 2004.

c© 2004, Association for Symbolic Logic

0022-4812/04/6904-0004/$7.20

1027
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are not even sound with respect to Tâ , since they (for the most part) employ
ç-conversion, which is not admissible in Tâ . In other words, their deductive power
lies somewhere between Tâ and Henkin models. Characterizing exactly where re-
veals important theoretical properties of these calculi that have direct consequences
for the adequacy in various application domains (see the discussion in section 8.1).
Unlike calculi without computational concerns, calculi for mechanized reasoning
systems cannot be made complete by simply adding extensionality axioms, since
the search spaces induced by their introduction grow prohibitively. Being able to
compare and characterize the methods and computational devices used instead is a
prerequisite for further development in this area.
In this situation, the aim of this article is to provide a semantical meta theory
that will support the development of higher-order calculi for automated theorem
proving just as the corresponding methodology does in first-order logic. To reach
this goal, we need to establish:

(1) classes ofmodels that adequately characterize the deductive power of existing
theorem-proving calculi (providing semantics with respect to which they are
sound and complete), and

(2) amethodology of abstract consistencymethods (by providing for thesemodel
classes the necessary model existence theorems, which extend Andrews’ Uni-
fying Principle), so that the completeness analysis for higher-order calculi
will become almost as simple as in first-order logic.

We fully achieve the first goal in this article, and take a large step towards the
second. In the model existence theorems presented in this article, we have to
assume a new condition called saturation, which limits their utility in completeness
proofs for machine-oriented calculi. Fortunately, the saturation condition can be
lifted by extensions of the methods presented in this article (see the discussion in
the conclusion 8.2 and [12]).
Due to the inherent complexity of higher-order semantics we first give an informal
exposition of the issues covered and the techniques applied. In Section 4, we will
investigate the properties of the model classes introduced in Section 3 in more detail
and corroborate them with example models in Section 5. We prove model existence
theorems for the model classes in Section 6. Finally, in Section 7 we will apply
the model existence theorems from Section 6 to the task of proving completeness
of higher-order natural deduction calculi. Section 8 concludes the article with a
discussion of related work, possible applications, and the saturation assumption we
introduced for the model existence theorems.
The work reported in this article is based on [15] and significantly extends the
material presented there.

§2. Informal exposition. Before we turn to the exposition of the semantics in
Section 2.3, let us specify what we mean by “higher-order logic”: any simply typed
logical system that allows quantification over function and predicate variables.
Technically, we will follow tradition and employ a logical system HOL based on
the simply typed ë-calculus as introduced in [18]; this does not restrict the generality
of the methods reported in this article, since the ideas can be carried over. A related
logical system is discussed in detail in [6].
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2.1. Simply typed ë-calculus. To formulate higher-order logic we start with a
collection of typesT. We assume there are some basic types inT and thatwhenever
α, â ∈ T, then the function type (α → â) is in T. Furthermore, we assume the
types are generated freely, so that (α1 → â1) ≡ (α2 → â2) implies α1 ≡ α2 and
â1 ≡ â2.
HOL -formulae (or terms) are built up from a set V of (typed) variables and
a signature Σ (a set of typed constants) as applications and ë-abstractions. We
assume the set Vα of variables of type α is countably infinite for each type α. The
set wffα(Σ) of well-formed formulae consists of those formulae which have type α.
The type of formula Aα will be annotated as an index, if it is not clear from the
context. We will denote variables with upper-case letters (Xα , Y, Z,X 1â , X

2
ã , . . . ),

constants with lower-case letters (cα , fα→â , . . . ) and well-formed formulae with
upper-case bold letters (Aα ,B,C1, . . . ). Finally, we abbreviatemultiple applications

and abstractions in a kindof vector notation, so thatAUk denotesk-fold application

(associating to the left), ëX k A denotes k-fold ë-abstraction (associating to the
right) and we use the square dot ‘ ’ as an abbreviation for a pair of brackets, where
‘ ’ stands for the left one with its partner as far to the right as is consistent with the
bracketing already present in the formula. Wemay avoid full bracketing of formulas
in the remainder if the bracketing structure is clear from the context.
We will use the terms like free and bound variables or closed formulae in their
standard meaning and use free(A) for the set of free variables of a formula A. In
particular, alphabetic change of names of bound variables is built into HOL : we
consider alphabetic variants to be identical (viewing the actual representation as a
representative of an alphabetic equivalence class) and use a notion of substitution
that avoids variable captureby systematically renamingboundvariables.1 Wedenote
a substitution that instantiates a free variable X with a formula A with [A/X ] and
write ó, [A/X ] for the substitution that is identical with ó but instantiates X with
A. For any term A we denote by A[B]p the term resulting by replacing the subterm
at position p in A by B.
A structural equality relation ofHOL terms is induced by âç-reduction

(ëX A)B →â [B/X ]A (ëX CX )→ç C

where X is not free in C . It is well-known that the reduction relations â , ç, and
âç are terminating and confluent on wff(Σ), so that there are unique normal forms
(cf. [9] for an introduction). We will denote the â-normal form of a term A by A



y

â
,

and the âç-normal form of A by A↓âç. If we allow both reduction and expansion
steps, we obtain notions of â-conversion, ç-conversion, and âç-conversion. We say
A and B are â-equal [ç-equal, âç-equal] (written A≡âB [A≡çB, A≡âçB]) when A is
â-convertible [ç-convertible, âç-convertible] to B.

2.2. Higher-order logic (HOL ). InHOL , the set of base types is {o, é} for truth
values and individuals. We will call a formula of type o a proposition, and a sentence
if it is closed. We will assume that the signature Σ contains logical constants for
negation (¬o→o), disjunction (∨o→o→o), and universal quantification (Πα(α→o)→o) for

each type α. Optionally, Σ may contain primitive equality (=αα→α→o) for each type

1We could also have used de Bruijn’s indices [19] as a concrete implementation of this approach at
the syntax level.
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α. All other constants are called parameters, since the argumentation in this article
is parametric in their choice.
We write disjunctions and equations, i.e., terms of the form ((∨A)B) or ((= A)B),
in infix notation as A ∨ B and A = B. As we only assume the logical constants ¬,
∨, and Πα (and possibly =α) as primitive, we will use formulae of the form A ∧ B,
A⇒ B, and A⇔ B as shorthand for the formulae ¬((¬A) ∨ (¬B)), and (¬A) ∨ B,
and (A⇒ B)∧(B ⇒ A), respectively. For eachA ∈ wff o(Σ), the standardnotations
∀Xα A and ∃Xα A for quantification are regarded as shorthand for Πα(ëXα A) and
¬(Πα(ëXα ¬A)). Finally, we extend the vector notation for ë-binders to k-fold

quantification: we will use ∀X k A and ∃X k A in the obvious way.
We often need to distinguish between atomic andnon-atomic formulae inwff o(Σ).
A non-atomic formula is any formula whose â-normal form is either of the form
¬A,A∨B, orΠαC (whereA, B ∈ wffo(Σ) andC ∈ wffα→o(Σ)). An atomic formula
is any other formula in wffo(Σ)—including primitive equations A =α B in case of
the presence of primitive equality.
It is matter of folklore that equality can directly be expressed in HOL . A
prominent example is the Leibniz formula for equality

Qα := (ëXαYα ∀Pα→o PX ⇒ PY ).

With this definition, the formula (QαAB) (expressing equality of two formulae A
andB of typeα) â-reduces to ∀Pα→o (PA)⇒ (PB), which can be read as: formulae
A andB are not equal iff there exists a discerning propertyP.2 In otherwords,A and
B are equal, if they are indiscernible. We will use the notationA

.
=α B as shorthand

for the â-reduct ∀Pα→o (PA) ⇒ (PB) of (QαAB) (where P /∈ free(A) ∪ free(B)).3

There are alternative ways to define equality in terms of the logical connectives
([6, p. 203]) and the techniques for equality introduced in this article carry over to
them (cf. Remark 4.4).
In this article we use several different notions of equality. In order to prevent
misunderstandings we explain these different notions together with their syntactical
representation here:
If we define a concept we use := (e.g., let D := {T, F}). ≡ represents identity.
We refer to a representative of the identity relation on Dα as an object of the
semantical domain Dα→α→o with qα . Note that we possibly have one, several, or
no qα in Dα→α→o for each domain Dα . The remaining two notions are related to
syntax. =α may occur as a constant symbol of type α → α → o in a signature Σ.
Finally,

.
=α andQα are used for Leibniz equality as described above.

2.3. Notions of models forHOL . Amodel ofHOL is a collection of non-empty
domains Dα for all types α together with a way of interpreting formulae. The
model classes discussed in this article will vary in the domains and specifics of
the evaluation of formulae. The relationships between these classes of models are
depicted as a cube in Figure 1. We will discuss the model classes from bottom to
top, from the most specific notion of standard models (ST) to the most general
notion of õ-complexes, motivating the respective generalizations as we go along. In
Section 3, where we develop the theory formally based on the intuitions discussed

2Note that this is symmetric by considering complements and hence it is sufficient to use⇒ instead
of⇔.
3Note that A

.
=α B is â-normal iff A and B are â-normal. The same holds for âç-equality.
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Figure 1. The landscape of higher-order semantics.

here, we will proceed the other way around, specializing the notion of a Σ-model
more and more.
The symbols in the boxes in Figure 1 denote model classes, the symbols labeling
the arrows indicate the properties inducing the corresponding specialization, and
the ∇-symbols next to the boxes indicate the clauses in the definition of abstract
consistency classes (cf. Definition 6.5) that are needed to establish amodel existence
theorem for this particular class of models (cf. Theorem 6.34).

2.3.1. Standard and Henkin models [ST,H,Mâfb]. A standard model (ST, cf.
Definition3.51) forHOL provides afixed setDé of individuals anda setDo := {T, F}
of truth values. All the domains for the function types are defined inductively: Dα→â
is the set of functionsf : Dα −→ Dâ . The evaluation function Eϕ with respect to an
assignment ϕ of variables is obtained by the standard homomorphic construction
that evaluates a ë-abstraction with a function.
One can reconstruct the key idea behind Henkin models (H isomorphic toMâfb,
cf. Definitions 3.50, and Theorem 3.68) by the following observation. If the setDé is
infinite, the setDé→o of sets of individualsmust be uncountably infinite. On the other
hand, any reasonable semantics of a languagewith a countable signature that admits
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sound and complete calculi must have countable models. Leon Henkin generalized
the class of admissible domains for functional types [26]. Instead of requiring
Dα→â (and thus in particular,Dé→o) to be the full set of functions (predicates), it is
sufficient to require thatDα→â has enough members that any well-formed formula
can be evaluated (in other words, the domains of function types are rich enough to
satisfy comprehension). Note thatwith this generalized notion of amodel, there are
fewer formulae that are valid in all models (intuitively, for any given formula there
are more possibilities for counter-models). The generalization to Henkin models
restricts the set of valid formulae sufficiently so that all of them can be proven by a
Hilbert-style calculus [26].
Of course our picture in Figure 1 is not complete here; we can axiomatically
require the existence of particular (classes of) functions, e.g., by assuming the de-
scription or choice operators. We will not pursue this here; for a detailed discussion
of the semantic issues raised by the presence of these logical constants see [3]. Note
that even though we can consider model classes with richer and richer function
spaces, we can never reach standard models where function spaces are full while
maintaining complete (recursively axiomatizable) calculi.

2.3.2. Models without boolean extensionality [Mâ ,Mâî ,Mâç ,Mâf]. The next gen-
eralization of model classes comes from the fact that we want to have logics where
the axiom of Boolean extensionality can fail. For instance, in the semantics of nat-
ural language we have so-called verbs and adjectives of “propositional attitude” like
believe or obvious . We may not want to commit ourselves to a logic where the sen-
tence “John believes that Phil is a woodchuck” automatically entails “John believes
that Phil is a groundhog” since John might not be aware that “woodchuck” is just
anotherword for “groundhog”. The axiom ofBoolean extensionality does just that;
it states that whenever two propositions are equivalent, they must be equal, and can
be substituted for each other. Similarly, the formulae obvious(O) and obvious(F)
where O := 2 + 2 = 4 and F := ∀n > 2 xn + yn = zn ⇒ x = y = z = 0 should
not be equivalent, even if their arguments are. (BothO and F are true over the nat-
ural numbers, but Fermat’s last theorem F is non-obvious to most people). These
phenomena have been studied under the heading of “hyper-intensional semantics”
in theoretical semantics; see [39] for a survey.
To account for this behavior, we have to generalize the class of Henkin models
further so that there are counter-models to the examples above. Obviously, this
involvesweakening the assumption thatDo ≡ {T, F} since this entails that the values
ofO and F are identical. We call the assumption thatDo has two elements property
b. In our Σ-models without property b (Mâ , Mâî , Mâç , Mâf, cf. Definitions 3.41
and 3.49) we only insist that there is a division of the truth values into “good” and
“bad” ones, which we express by insisting on the existence of a valuation õ of Do,
i.e., a function õ : Do −→ {T, F} that is coordinated with the interpretations of the
logical constants ¬, ∨, and Πα (for each type α). Thus we have a notion of validity:
we call a sentence A valid in such a model if õ(a) ≡ T, where a ∈ Do is the value
of the sentence A. For example, there is a Σ-model (see Examples 5.4 and 5.5)
where woodchuck(phil), groundhog(phil) and believe(john,woodchuck(phil)) are
all valid, but believe(john, groundhog(phil)) is not. In this model, the value of
woodchuck(phil) is different from the value of groundhog(phil) in Do.
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2.3.3. Models without functional extensionality [Mâ , Mâç , Mâî , Mâb, Mâçb,
Mâîb]. In mathematics (and as a consequence in most higher-order model the-
ories), we assume functional extensionality, which states that two functions are
equal, if they return identical values on all arguments. In many applications we
want to use a logic that allows a finer-grained modeling of properties of functions.
For instance, if we want to model programs as (higher-order) functions, we might
be interested in intensional4 properties like run-time complexity. Consider for in-
stance the two functions I := ëX X and L := ëX rev(rev(X )), where rev is the
self-inverse function that reverses the order of elements in a list. While the identity
function has constant complexity, the function rev is linear in the length of its ar-
gument. As a consequence, even though L behaves like I on all inputs, they have
different time complexity. A logic with a functionally extensional model theory
(which is encoded as property f, cf. Definitions 3.5, 3.41 and 3.46) would conflate I
and L semantically and thus hide this difference rendering the logic unsuitable for
complexity analysis.
To arrive at a model theory which does not require functional extensionality
(which we will a call non-functional model theory in the remainder) we need to
generalize the notion of domains at function types and evaluation functions. This
is because the usual construction already uses sets of (extensional) functions for the
domains of function type and the property of functionality to construct values for
ë-terms.
We build on the notion of applicative structures (cf. Definition 3.1) to define Σ-
evaluations (cf.Definition 3.18), where the evaluation function is assumed to respect
application and â-conversion. In such models, a function is not uniquely deter-
mined by its behavior on all possible arguments. Such models can be constructed,
for example, by labeling for functions (e.g., a green and a red version of a func-
tion f) in order to differentiate between them, even though they are functionally
equivalent (cf. Example 5.6). Property b may or may not hold for non-functional
Σ-Models.
We can factor functional extensionality (property f) into two independent prop-
erties, property ç and property î. A model satisfies property ç if it respects ç-
conversion. Amodel satisfies property î if we can conclude the values of ëX M and
ëX N are identical whenever the values ofM andN are identical for any assignment
of the variable X . We will show that a model satisfies property f iff it satisfies both
property ç and property î (cf. Lemma 3.24).

2.3.4. Andrews’ models and õ-complexes [Mâ ,Mâç ]. Peter Andrews has pio-
neered the construction of non-functional models with his õ-complexes in [1] based
on Kurt Schütte’s semi-valuation method [50]. These constructions, where both
functional and Boolean extensionality fail, are Σ-models as defined in Defini-
tion 3.41. (Typically they will not even satisfy the property that Leibniz equality
corresponds to identity in the model, but they will have a quotient by Theorem 3.62
which does satisfy this property.)

2.4. Characterizing the deductive power of calculi. These model classes discussed
in the previous section characterize the deductive power of many higher-order

4Just as in the linguistic application, theword“intensional” is used as a synonymfor “non-extensional”
even though totally different properties are intended.



1034 CHRISTOPH BENZMÜLLER, CHAD E. BROWN, AND MICHAEL KOHLHASE

theorem provers on a semantic level. For example, Tps [8] can be used in modes
in which the deductive power is characterized byMâç (or evenMâ if ç-conversion
is disallowed). Note that in particular Tps is not complete with respect to Henkin
models. It is not even complete forMâçb, although it can be used in modes with
some ‘extensionality treatment’ built into the proof procedure.
The incompleteness of Tps for Henkin models5 can be seen from the fact that
it fails to refute formulae such as cAo ∧ ¬c(¬¬A), where c is a constant of type
o → o, or to prove formulae like p(ëXα BX ∧ AX ) ⇒ p(ëXα AX ∧ BX ), where
p is a constant of type (α → o) → o. The problem in the former example is that
the higher-order unification algorithm employed by Tps cannot determine that A
and ¬¬A denote identical semantic objects (by Boolean extensionality as already
mentioned before), and thus returns failure instead of success. In the second
example both functional and Boolean extensionality are needed in order to prove
the theorem.
[21] discusses a presentation of higher-order logic in a first-order logic based on
an approach called theorem proving modulo. It is easy to check that this approach
is also incomplete for model classes with property b. For instance the approach
cannot prove the formula

∀Po→oXoYo (PX ∧ PY )⇒ P(X ∧ Y )

which is valid in Henkin models and which requires b. As a result, the theorem
provingmodulo approach of representing higher-order logic in a first-order logic [21]
can only be used for logics without Boolean extensionality in its current form.

2.4.1. Model existence theorems. For all the notions of model classes (except,
of course, for standard models, where such a theorem cannot hold for recursively
axiomatizable logical systems) we present model existence theorems tying the differ-
entiating conditions of the models to suitable conditions in the abstract consistency
classes (cf. Section 6.3).
A model existence theorem for a logical system S (i.e., a logical language LS
together with a consequence relation |=S⊆ LS ×LS ) is a theorem of the form:

If a set of sentences Φ of S is a member of an abstract consistency class
Γ, then there exists a S -model for Φ.

For the proof we can use the classical construction in all cases: abstract consistent
sets are extended to Hintikka sets (cf. Section 6.2), which induce a valuation on
a term structure (cf Definition 3.35). We then take a quotient by the congruence
induced by Leibniz equality in the term model.

2.4.2. Completeness of calculi. Given a model existence theorem as described
above we can show the completeness of a particular calculus C (i.e., the derivability
relation `S⊆ LS ×LS ) by proving that the class Γ of sets of sentences Φ that are
C -consistent (i.e., cannot be refuted in C ) is an abstract consistency class. Then the
model existence theorem tells us that C -consistent sets of sentences are satisfiable
in S . Now we assume that a sentence A is valid in S , so ¬A does not have a
S -model and is therefore C -inconsistent. Hence, ¬A is refutable in C . This shows

5In case the extensionality axioms are not available in the search space. Note that one can add
extensionality axioms to the calculus in order to achieve—at least in theory—Henkin completeness. But
this increases the search space drastically and is not feasible in practice.
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refutation completeness of C . For many calculi C , this also shows A is provable,
thus establishing completeness of C .
Note that with this argumentation the completeness proof for C condenses to
verifying that Γ is an abstract consistency class, a task that does not refer to S -
models. Thus the usefulness of model existence theorems derives from the fact that
it replaces the model-theoretic analysis in completeness proofs with the verification
of some proof-theoretic conditions. In this respect a model existence theorem is
similar to a Herbrand Theorem, but it is easier to generalize to other logic systems
like higher-order logic. The technique was developed for first-order logic by Jaakko
Hintikka and Raymond Smullyan [29, 52, 53].

§3. Semantics for higher-order logic. In this section we will introduce the seman-
tical constructions and discuss their relationships. We will start out by defining
applicative structures and Σ-evaluations to give an algebraic semantics for the sim-
ply typed ë-calculus. To obtain a model for higher-order logic, we use a Σ-valuation
to determine whether propositions are true or false.

3.1. Applicative structures.

Definition 3.1 ((Typed) Applicative structure). A collection D := DT :=
{Dα | α ∈ T } of non-empty sets Dα , indexed by the set T of types, is called
a typed collection (of sets). Let DT and ET be typed collections, then a col-
lection f := { fα : Dα −→ Eα | α ∈ T } of functions is called a typed function
f : DT −→ ET . We will write F (A;B) for the set of functions from A to B and
FT (DT ;ET ) for the set of typed functions. In the following we will also use the
notion of a typed function extended to the n-ary case in the obvious way.
We call the pair (D ,@) a (typed) applicative structure if D ≡ DT is a typed
collection of sets and

@ := {@αâ : Dα→â ×Dα −→ Dâ | α, â ∈ T }.

Each (non-empty) setDα is called the domain of type α and the family of functions
@ is called the application operator. We write simply f@a for f@αâa when f ∈ Dα→â
and a ∈ Dα are clear in context.

Remark 3.2. Often an applicative structure is defined to also include an inter-
pretation of the constants in a given signature (for example, in [44]). We prefer this
signature-independent definition (as in [30]) for our purposes.

Remark 3.3 (Currying). The application operator @ in an applicative structure
is an abstract version of function application. It is no restriction to exclusively use
a binary application operator, which corresponds to unary function application,
since we can define higher-arity application operators from the binary one by setting
f@(a1, . . . , an) := (. . . (f@a1) . . .@an) (“Currying”).

Definition 3.4 (Frame). An applicative structure (D ,@) is called a frame, if
Dα→â ⊆ F (Dα ;Dâ) and @

αâ is application for functions for all types α and â .

Definition 3.5 (Functional/full/standard applicative structures). Let A :=
(D ,@) be an applicative structure. We say that A is functional if for all types
α and â and objects f, g ∈ Dα→â , we have f ≡ g whenever f@a ≡ g@a for every
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a ∈ Dα .6 We sayA is full if for all types α and â and every function f : Dα −→ Dâ
there is an object f ∈ Dα→â such that f@a ≡ f(a) for every a ∈ Dα . Finally, we say
A is standard if it is a frame and Dα→â ≡ F (Dα ;Dâ) for all types α and â . Note
that these definitions impose restrictions on the domains for function types only.

Remark 3.6. It is easy to show that every frame is functional. Furthermore, an
applicative structure is standard iff it is a full frame.

Example 3.7 (Applicative singleton structure). We choose a single element a and
define Dα := {a} for all types α. The pair (DT ,@a), where a@aa = a is a (trivial)
example of a functional applicative structure. It is called the singleton applicative
structure.

Example 3.8 (Applicative term structures). If we define A@B := (AB) for A ∈
wffα→â(Σ) and B ∈ wffα(Σ), then @: wffα→â (Σ) × wffα(Σ) −→ wffâ(Σ) is a
total function. Thus (wff(Σ),@) is an applicative structure. The intuition behind
this example is that we can think of the formula A ∈ wffα→â(Σ) as a function
A : wffα(Σ) −→ wffâ(Σ) that maps B to (AB).
Analogously, we can define the applicative structure (cwff(Σ),@) of closed for-
mulae (when we ensure Σ contains enough constants so that cwffα(Σ) is non-empty
for all types α).

Definition 3.9 (Homomorphism). Let A 1 := (D 1,@1) and A 2 := (D 2,@2)
be applicative structures. A homomorphism from A 1 to A 2 is a typed function
κ : D 1 −→ D 2 such that for all types α, â ∈ T , all f ∈ D 1α→â , and a ∈ D 1α we have

κ(f)@2κ(a) ≡ κ(f@1a). We write κ : A 1 −→ A 2. The two applicative structures
A 1 and A 2 are called isomorphic if there are homomorphisms i : A 1 −→ A 2 and
j : A 2 −→ A 1 which are mutually inverse at each type.

The most important method for constructing structures (and models) with given
properties in this article is well-known for algebraic structures and consists of
building a suitable congruence and passing to the quotient structure. We will now
develop the formal basis for it.

Definition 3.10 (Applicative structure congruences). LetA := (D ,@)beanap-
plicative structure. A typed equivalence relation ∼ is called a congruence on A iff
for all f, f′ ∈ Dα→â and a, a′ ∈ Dα (for any types α and â), f ∼ f′ and a ∼ a′ imply
f@a ∼ f′@a′.
The equivalence class [[a]]∼ of a ∈ Dα modulo∼ is the set of all a′ ∈ Dα , such that

a ∼ a′. A congruence∼ is called functional iff for all types α and â and f, g ∈ Dα→â ,
we have f ∼ g whenever f@a ∼ g@a for every a ∈ Dα .

Lemma 3.11. The â-equality and âç-equality relations≡â and≡âç are congruences
on the applicative structures wff(Σ) and cwff .

Proof. The congruence properties are a direct consequence of the fact that âç-
reduction rules are defined to act on subterm positions. a

6This is called “extensional” in [44]. We use the term “functional” to distinguish it from other forms
of extensionality.
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Definition 3.12 (Quotient applicative structure). Let A := (D ,@) be an ap-
plicative structure, ∼ a congruence on A , and D∼α := {[[a]]∼ | a ∈ Dα}. Further-
more, let @∼ be defined by [[f]]∼@∼[[a]]∼ := [[f@a]]∼. (To see that this definition
only depends on equivalence classes of ∼, consider f′ ∈ [[f]]∼ and a′ ∈ [[a]]∼. Then
f ∼ f′ and a ∼ a′ imply f@a ∼ f′@a′. Thus, [[f@a]]∼ ≡ [[f′@a′]]∼. So, @∼ is
well-defined.) A /∼ := (D

∼,@∼) is also an applicative structure. We call A /∼ the
quotient structure of A for the relation ∼ and the typed function ð∼ : A −→ A /∼
that maps a to [[a]]∼ its canonical projection.

Theorem 3.13. Let A be an applicative structure and let ∼ be a congruence onA ,
then the canonical projection ð∼ is a surjective homomorphism. Furthermore, A /∼ is
functional iff ∼ is functional.

Proof. Let A := (D ,@) be an applicative structure. To convince ourselves
that ð∼ is indeed a surjective homomorphism, we note that ð∼ is surjective by the
definition of D∼. To see that ð∼ is a homomorphism let f ∈ Dα→â , and a ∈ Dâ ,
then ð∼(f)@∼ð∼(a) ≡ [[f]]∼@∼[[a]]∼ ≡ [[f@a]]∼ ≡ ð∼(f@a).
The quotient construction collapses ∼ to identity, so functionality of ∼ is equiv-
alent to functionality of A /∼. Formally, suppose [[f]]∼ and [[g]]∼ are elements of
D∼α→â such that [[f]]∼@

∼[[a]]∼ ≡ [[g]]∼@∼[[a]]∼ for every [[a]]∼ in D∼α . This is equiv-
alent to [[f@a]]∼ ≡ [[g@a]]∼ for every a ∈ Dα and hence f@a ∼ g@a for all a ∈ Dα .
By functionality of ∼, we have f ∼ g. That is, [[f]]∼ ≡ [[g]]∼. a

Lemma 3.14. ≡âç is a functional congruence on wff(Σ). If Σα is infinite for all
types α ∈ T , then ≡âç is also functional on cwff .

Proof. By Lemma 3.11, ≡âç is a congruence relation. To show functionality let
A,B ∈ wffã→α(Σ) such that AC≡âçBC for all C ∈ wffã(Σ) be given. In particular,
for any variable X ∈ Vã that is not free in A or B, we have AX≡âçBX and
ëX AX≡âçëX BX . By definition we have A≡çëXã AX≡âçëXã BX≡çB.
To show functionality of âç-equality on closed formulae, suppose A and B are
closed. With the same variable X as above, letM andN be the âç-normal forms of
AX and BX , respectively. We cannot conclude thatM ≡ N since X is not a closed
term. Instead, choose a constant cã ∈ Σã that does not occur in A or B. (Such a
constant must exist, since we have assumed that Σã is infinite.) An easy induction
on the length of the âç-reduction sequence from AX to M shows that c does not
occur in M and Ac ≡ [c/X ](AX ) âç-reduces to [c/X ]M . Similarly, c does not
occur in N and Bc âç-reduces to [c/X ]N . Since c is a constant, substituting c for
X cannot introduce new redexes. So, simple inductions on the sizes of M and N
show [c/X ]M and [c/X ]N are âç-normal. By assumption, we know Ac≡âçBc.
Since normal forms are unique, we must have [c/X ]M ≡ [c/X ]N . Using the fact
that c does not occur in eitherM orN , an induction on the size ofM readily shows
M ≡ N . So, we have A≡çëXã AX≡âçëXãM ≡ ëXã N≡âçëXã BX≡çB a

Remark 3.15. Suppose we have a signature Σ with a single constant cé . In this
case, c is the only closed âç-normal form of type é. Since ëX X 6≡âç ëX c even
though (ëX X )c≡âçc≡âç(ëX c)c we have a counterexample to functionality of≡âç
on cwff . The problem here is that we do not have another constant dé to distinguish
the two functions. In wff(Σ) we could always use a variable.
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Remark 3.16 (Assumptions on Σ). From nowon, we assume Σα to be infinite for
each type α. Furthermore, we assume there is a particular cardinal ℵs such that Σα
has cardinality ℵs for every type α. Since V is countable, this implies wffα(Σ) and
cwffα have cardinality ℵs for each type α. Also, whether or not primitive equality
is included in the signature, there can only be finitely many logical constants in Σα
for each particular type α. Thus, the cardinality of the set of parameters in Σα is
also ℵs . In the countable case, ℵs is ℵ0.

3.2. Σ-evaluations. Σ-evaluations are applicative structures with a notion of eval-
uation for well-formed formulae in wff(Σ).

Definition 3.17 (Variable assignment). Let A := (D ,@) be an applicative
structure. A typed function ϕ : V −→ D is called a variable assignment into A .
Given a variable assignment ϕ, variable Xα , and value a ∈ Dα , we use ϕ, [a/X ] to
denote the variable assignment with (ϕ, [a/X ])(X ) ≡ a and (ϕ, [a/X ])(Y ) ≡ ϕ(Y )
for variables Y other than X .

Definition 3.18 (Σ-evaluation). Let E : FT (V ;D ) −→ FT (wff(Σ),D ) be a
total function, where FT (V ;D ) is the set of variable assignments andFT (wff(Σ),
D ) is the set of typed functions mapping terms into objects in D. We will write the
argument of E as a subscript. So, for each assignment ϕ, we have a typed function
Eϕ : wff(Σ) −→ D. E is called an evaluation function for A if for any assignments
ϕ and ø into A , we have

(1) Eϕ
∣

∣

V
≡ ϕ.

(2) Eϕ(FA) ≡ Eϕ(F)@Eϕ(A) for any F ∈ wffα→â(Σ) and A ∈ wffα(Σ) and types
α and â .

(3) Eϕ(A) ≡ Eø(A) for any type α and A ∈ wffα(Σ), whenever ϕ and ø coincide
on free(A).

(4) Eϕ(A) ≡ Eϕ(A


y

â
) for all A ∈ wffα(Σ).

We callJ := (D ,@,E ) a Σ-evaluation if (D ,@) is an applicative structure and E is
an evaluation function for (D ,@). We call Eϕ(Aα) ∈ Dα the denotation of Aα inJ
for ϕ. (Note that since E is a function, the denotation inJ is unique. However, for
a given applicative structure A , there may be many possible evaluation functions.)
If A is a closed formula, then Eϕ(A) is independent of ϕ, since free(A) = ∅. In
these cases we sometimes drop the reference to ϕ from Eϕ(A) and simply write
E (A).
We call a Σ-evaluationJ := (D ,@,E ) functional [full, standard] if the applicative
structure (D ,@) is functional [full, standard]. We say J is a Σ-evaluation over a
frame if (D ,@) is a frame.

Σ-evaluations generalizeΣ-evaluationsover frames, whichare thebasis forHenkin
models, to the non-functional case. The existence of an evaluation function that
meets the conditions above seems to be theweakest situationwhere onewould like to
speak of a model. We cannot in general assume the evaluation function is uniquely
determined by its values on constants as this requires functionality. For example,
two evaluation functions E and E ′ on the same applicative structure may agree on
all constants, but give a different value to the term (ëXé X ). Such an example is
constructed and discussed later in Remark 5.7.
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Remark 3.19 (Σ-evaluations respect â-equality). Let J := (D ,@,E ) be a Σ-
evaluation and A≡âB. For all assignments ϕ into (D ,@), we have Eϕ(A) ≡
Eϕ(A



y

â
) ≡ Eϕ(B



y

â
) ≡ Eϕ(B).

We can easily show Σ-evaluations satisfy a Substitution-Value Lemma.

Lemma 3.20 (Substitution-value lemma). Let J := (D ,@,E ) be a Σ-evaluation
and ϕ be an assignment into J . For any types α and â , variables Xâ , and formulae
A ∈ wffα(Σ) and B ∈ wffâ(Σ), we have Eϕ,[Eϕ (B)/X ](A) ≡ Eϕ([B/X ]A).

Proof. Using the fact that E respects â-equality (cf. Remark 3.19) and the other
properties of E (cf. Definition 3.18), we can compute

Eϕ,[Eϕ (B)/X ](A) ≡ Eϕ,[Eϕ (B)/X ]((ëX A)X )

≡ Eϕ,[Eϕ (B)/X ](ëX A)@Eϕ,[Eϕ(B)/X ](X )

≡ Eϕ(ëX A)@Eϕ(B)

≡ Eϕ((ëX A)B)

≡ Eϕ([B/X ]A). a

We will consider two weaker notions of functionality. These forms are often
discussed in the literature (cf. [28]).

Definition 3.21 (Weakly functional evaluations). Let J ≡ (D ,@,E ) be a Σ-
evaluation. We say J is ç-functional if Eϕ(A) ≡ Eϕ(A↓âç) for any type α, formula

A ∈ wffα(Σ), and assignment ϕ. We say J is î-functional if for all α, â ∈ T ,
M ,N ∈ wffâ (Σ), assignments ϕ, and variables Xα , Eϕ(ëXαMâ) ≡ Eϕ(ëXα Nâ)
whenever Eϕ,[a/X ](M) ≡ Eϕ,[a/X ](N) for every a ∈ Dα .

We will now establish that functionality is equivalent to ç-functionality and î-
functionality combined. We prepare for this by first proving two lemmas about
functional Σ-evaluations.

Lemma 3.22. Let J := (D ,@,E ) be a functional Σ-evaluation. For any assign-
ment ϕ into J and F ∈ wffα→â(Σ) where Xα /∈ free(F), we have

Eϕ(ëXα FX ) ≡ Eϕ(F).

Proof. Let a ∈ Dα be given. Since Xα /∈ free(F), we have Eϕ,[a/X ](F) ≡ Eϕ(F).
Since E respects â-equality (cf. Remark 3.19), we can compute

Eϕ(ëX FX )@a ≡ Eϕ,[a/X ]((ëX FX )X ) ≡ Eϕ,[a/X ](FX ) ≡ Eϕ(F)@a.

Generalizing over a, we conclude Eϕ(ëX FX ) ≡ Eϕ(F) by functionality. a

Lemma 3.23. Let J := (D ,@,E ) be a functional Σ-evaluation. If a formula A
ç-reduces to B in one step, then for any assignment ϕ into J , Eϕ(A) ≡ Eϕ(B).

Proof. We prove this by induction on the structure of the term A. For the
base case when A is the ç-redex which is reduced, we apply Lemma 3.22. When
A ≡ (FC), then the ç-reduction either occurs in F or C . So, B ≡ (GD) where F
ç-reduces to G in one step (or G ≡ F) and D ≡ C (or C ç-reduces to D in one
step). So, by induction we have Eϕ(F) ≡ Eϕ(G) and Eϕ(C) ≡ Eϕ(D). It follows
that Eϕ(A) ≡ Eϕ(B).
When A is a ë-abstraction, we must use functionality. Suppose for some type α,
A ≡ (ëXα C) (and this is not the ç-redex reduced to obtain B). Then B ≡ (ëXαD)
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where C ç-reduces in one step to D. By the induction hypothesis, for any a ∈ Dα ,
Eϕ,[a/X ](C) ≡ Eϕ,[a/X ](D). Since E is an evaluation function, we have

Eϕ(ëX C)@a ≡ Eϕ,[a/X ]((ëX C)X ) ≡ Eϕ,[a/X ](C)

≡ Eϕ,[a/X ](D) ≡ Eϕ,[a/X ]((ëX D)X ) ≡ Eϕ(ëX D)@a.

By functionality, Eϕ(A) ≡ Eϕ(ëX C) ≡ Eϕ(ëX D) ≡ Eϕ(B). a

Lemma 3.24 (Functionality). Let J := (D ,@,E ) be a Σ-evaluation. Then J is
functional iff it is both ç-functional and î-functional.

Proof. The fact that functionality implies ç-functionality now follows from a
simple induction on the number of âç-reduction steps using Lemma 3.23 and
Remark 3.19.
To show functionality implies î-functionality, letM ,N ∈ wffâ(Σ), an assignment
ϕ and a variable Xα be given. Suppose Eϕ,[a/X ](M) ≡ Eϕ,[a/X ](N) for every a ∈ Dα .
We need to show Eϕ(ëX M) ≡ Eϕ(ëX N). This follows from functionality since

Eϕ(ëX M)@a ≡ Eϕ,[a,X ]((ëX M)X ) ≡ Eϕ,[a/X ](M)

≡ Eϕ,[a/X ](N) ≡ Eϕ,[a,X ]((ëX N)X ) ≡ Eϕ(ëX N)@a

for every a ∈ Dα .
To show functionality from ç-functionality and î-functionality, let f, g ∈ Dα→â
such that f@a ≡ g@a for all a ∈ Dα be given. We need to show that f ≡ g. Let
Fα→â , Gα→â and Xα be variables and ϕ be any assignment such that ϕ(F ) ≡ f

and ϕ(G) ≡ g. Then for any a ∈ Dα we have Eϕ,[a/X ](FX ) ≡ f@a ≡ g@a ≡
Eϕ,[a/X ](GX ), and thus Eϕ(ëX FX ) ≡ Eϕ(ëX GX ) by î-functionality. Hence,

f ≡ Eϕ(F ) ≡ Eϕ(ëX FX ) ≡ Eϕ(ëX GX ) ≡ Eϕ(G) ≡ g

by ç-functionality. a

Lemma 3.25 (î-functionality and replacement). LetJ := (D ,@,E )beaî-func-
tional Σ-evaluation and B,C ∈ wffâ(Σ). Suppose Eϕ(B) ≡ Eϕ(C) for every assign-
ment ϕ into J . Then for all formulae A ∈ wffα(Σ), positions p, and assignments ϕ
into J , Eϕ(A[B]p) ≡ Eϕ(A[C]p).

Proof. We show the assertion by an induction on the structure of A. If p is the
top position, we have

Eϕ(A[B]p) ≡ Eϕ(B) ≡ Eϕ(C) ≡ Eϕ(A[C]p).

In particular, if A is a constant or a variable, then p must be the top position and
we are done. Otherwise, assume p is not the top position. IfA is an application FD,
we have to consider two cases: A[B]p = F[B]qD and A[B]p = F(D[B]r) for some
positions q and r. Since the second case is analogous we only show the first case.
By the inductive hypothesis we have

Eϕ(A[B]p) ≡ Eϕ(F[B]qD) ≡ Eϕ(F[B]q)@Eϕ(D)

≡ Eϕ(F[C]q)@Eϕ(D) ≡ Eϕ(F[C]qD) ≡ Eϕ(A[C]p).

If A[B]p = ëXã D[B]q , then we get the assertion from î-functionality. By the induc-
tive hypothesis, we know Eø(D[B]q) ≡ Eø(D[C]p) for every assignment ø. In par-
ticular, for any assignmentϕ and c ∈ Dã , we haveEϕ,[c/X ](D[B]q) ≡ Eϕ,[c/X ](D[C]p).
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By î-functionality, we have

Eϕ(A[B]p) ≡ Eϕ(ëX D[B]q) ≡ Eϕ(ëX D[C]q) ≡ Eϕ(A[C]p).

Thus we have completed all the cases and proven the assertion. a

Example 3.26 (Singleton evaluation). The singletonapplicative structure (cf.Ex-
ample 3.7) is a Σ-evaluation if for any assignment ϕ and formula A we take
Eϕ(A) ≡ a, where a is the (unique) member of Dα . Note that in this Σ-evaluation
E (ëX X ) ≡ Eϕ(ëX Y ) for any assignment ϕ.

For a detailed discussion on the closure conditions needed for the domains for
function types to be rich enough for evaluation functions to exist, we refer the reader
to [2, 4].
Note that the applicative term structure wff(Σ) fromExample 3.8 cannot be made
into a Σ-evaluation by providing an evaluation function. To see this, suppose E is
an evaluation function for wff(Σ) and F := E (ëXα X ) ∈ wffα→α(Σ). Since E is
assumed to be an evaluation function, we must have

Eϕ(A) ≡ Eϕ((ëXα X )A) ≡ F@A ≡ FA

for every A ∈ wffα(Σ). In particular, for any constant aα ∈ Σα , we must have
Fa ≡ Eϕ(a) ≡ E ((ëXα X )a) ≡ E (ëXα X )@E (a) ≡ F(Fa). But clearly Fa 6≡
F(Fa) no matter what F ∈ wffα→α(Σ) we choose. In particular, the “obvious”
choice of E (ëXα X ) ≡ (ëXα X ) does not work. This example suggests that we need
to consider â-convertible terms equal before we can obtain a term evaluation (cf.
Definition 3.35).

Definition 3.27 (Σ-evaluation congruences). A congruence on a Σ-evaluation
J ≡ (D ,@,E ) is a congruence on the underlying applicative structure (D ,@).
Given any two variable assignments ϕ and ø into (D ,@), we will use the notation
ϕ ∼ ø to indicate that ϕ(X ) ∼ ø(X ) for every variable X .

A typed equivalence relation was defined to be a congruence if it respects appli-
cation. In order to form a quotient of a Σ-evaluation, we must be able to define
an evaluation function E ∼ on the quotient structure. But E ∼ interprets all terms,
including ë-abstractions. It is not obvious that one can find a well-defined E ∼ that
is really an evaluation function. In fact, the property one needs in order to show
E ∼ will be a well-defined evaluation function is Eϕ(A) ∼ Eø(A) for all A ∈ wffα(Σ)
and assignments ϕ and ø with ϕ ∼ ø. One can show this by an easy induction
on the term A if the congruence ∼ is functional. However, without the assumption
that ∼ is functional, this direct proof will fail when A is a ë-abstraction. This is a
general problem with trying to prove properties of evaluations since many objects
in Dα→â may represent the same function from Dα to Dâ . Fortunately, there is a
way to use combinators to reduce such inductions to terms which only have very
special ë-abstractions.

Definition 3.28 (SK-combinatory formulae). For all typesα, â , and ã , we define
two families of closed formulae we call combinators:

Kα→â→α := ëXαYâ X

S(α→â→ã)→(α→â)→α→ã := ëUα→â→ãVα→âWα (UW (VW )).
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We define the set of SK-combinatory formulae to be the least subset of the set
⋃

α∈T wffα(Σ) containing every K and S, every constant c ∈ Σ and every variable,
that is closed under application.

As shown in [3], every formula canbeâ-expanded toanSK-combinatory formula.

Lemma 3.29. For every type α and A ∈ wffα(Σ), there is an SK-combinatory
formula A′ ∈ wffα(Σ) such that A′ â-reduces to A.

Proof. See Proposition 1 in [3]. Themain difference to this setup is the signature,
and this plays no role in the proof. a

Now, we can show Eϕ(A) ∼ Eø(A) for SK-combinatory A whenever ϕ ∼ ø.

Lemma 3.30. Let J ≡ (D ,@,E ) be a Σ-evaluation, ∼ a congruence on J , and ϕ
and ø assignments into J with ϕ ∼ ø. For every SK-combinatory formula A, we
have Eϕ(A) ∼ Eø(A).

Proof. The proof is by induction on the SK-combinatory formula A. If A is
a variable X , we have Eϕ(X ) ≡ ϕ(X ) ∼ ø(X ) ≡ Eø(X ). If A is closed (e.g., a
constant in Σ or a combinator), then Eϕ(A) ≡ Eø(A), so certainly Eϕ(A) ∼ Eø(A).
Finally, if A is an application of two SK-combinatory formulae F and B, then by
the inductive hypothesis we have Eϕ(F) ∼ Eø(F) and Eϕ(B) ∼ Eø(B). Since ∼
respects application, Eϕ(FB) ≡ Eϕ(F)@Eϕ(B) ∼ Eø(F)@Eø(B) ≡ Eø(FB). a

We can use this result to show the same property holds for all formulae.

Lemma 3.31. Let J ≡ (D ,@,E ) be a Σ-evaluation, ϕ and ø assignments into J
withϕ ∼ ø, and∼ a congruence onJ . For every formulaA, we haveEϕ(A) ∼ Eø(A).

Proof. Let A ∈ wffα(Σ) for some type α. By Lemma 3.29 there is an SK-
combinatory formula A′ that â-reduces to A. By Remark 3.19 and Lemma 3.30,
we have Eϕ(A) ≡ Eϕ(A′) ∼ Eø(A′) ≡ Eø(A). a

Remark 3.32 (Correspondence with logical relations). Lemma3.31 is essentially
an instance of the “Basic Lemma” for logical relations (Lemma 8.2.5 in [44]). In
fact, ∼ is functional, iff ∼ is a logical relation over the applicative structure. If ∼
is not functional, it still satisfies this “Basic Lemma” property, which makes it a
pre-logical relation in the sense of [31].

Definition 3.33 (Quotient Σ-evaluation). LetJ ≡ (D ,@,E ) be aΣ-evaluation,
∼ a congruence on J and let (D∼,@∼) be the quotient applicative structure of
(D ,@) with respect to ∼.
For each A ∈ D∼α , we choose a representative A∗ ∈ A. So, [[A∗]]∼ ≡ A. Note
that [[a]]∗∼ ∼ a for every a ∈ Dα . For any assignment ϕ into J /∼, let ϕ∗ be the
assignment into J given by ϕ∗(X ) := ϕ(X )∗. Note that ϕ ≡ ð∼ ◦ ϕ∗. So we can
define E∼ϕ as ð∼ ◦Eϕ∗ , and callJ /∼ := (D∼,@∼,E ∼) the quotient Σ-evaluation of

J modulo∼. (By Lemma 3.31, the definition of E ∼ does not depend on the choice
of representatives.)

This definition is justified by the following theorem.

Theorem 3.34 (Quotient Σ-evaluation theorem). If J is a Σ-evaluation and ∼ is
a congruence on J , then J /∼ is a Σ-evaluation.

Proof. We prove that E ∼ is an evaluation function by verifying the conditions
in Definition 3.18. For any assignment ϕ into the quotient applicative structure, let
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ϕ∗ be the assignment with ϕ ≡ ð∼ ◦ ϕ∗ as in Definition 3.33. First, we compute
E ∼ϕ

∣

∣

V
≡ (ð∼ ◦ Eϕ∗)

∣

∣

V
≡ ð∼ ◦Eϕ∗

∣

∣

V
≡ ð∼ ◦ϕ∗ ≡ ϕ. Since ð∼ is a homomorphism

we have

E∼ϕ (FA) ≡ ð∼(Eϕ∗(FA))

≡ ð∼(Eϕ∗(F)@Eϕ∗(A))

≡ ð∼(Eϕ∗(F))@∼ð∼(Eϕ∗(A))

≡ E ∼ϕ (F)@
∼E∼ϕ (A).

If ϕ and ø coincide on free(A), then E ∼ϕ (A) ≡ [[Eϕ∗(A)]]∼ ≡ [[Eø∗(A)]]∼ ≡ E∼ø (A)

since this entails that ϕ∗ and ø∗ coincide on free(A) too (as we have chosen par-
ticular representatives for each equivalence class). Finally, E ∼ϕ (A) ≡ [[Eϕ∗(A)]]∼ ≡

[[Eϕ∗(A


y

â
)]]∼ ≡ E ∼ϕ (A



y

â
). a

Definition 3.35 (Term evaluations for Σ). Let cwff(Σ)


y

â
be the collection of

closed well-formed formulae in â-normal form and A@âB be (AB)


y

â
. For the

definition of an evaluation function let ϕ be an assignment into cwff(Σ)


y

â
. Note

that ó := ϕ
∣

∣

free(A)
is a substitution, since free(A) is finite. Thus we can choose

E
â
ϕ (A) := ó(A)



y

â
. We call TE(Σ)

â
:= (cwff



y

â
,@â ,E â) the â-term evaluation

for Σ.
Analogously, we can defineTE(Σ)

âç
:= (cwff↓âç ,@

âç,E âç) the âç-term evalua-
tion for Σ.

The name term evaluation in the previous definition is justified by the following
lemma.

Lemma 3.36. TE(Σ)
â
is a Σ-evaluation andTE(Σ)

âç
is a functional Σ-evaluation.

Proof. The fact that (cwff(Σ)


y

â
,@â ) is an applicative structure is immediate:

For each type α, cwffα(Σ)


y

â
is non-empty (by the assumption in Remark 3.16) and

@â : cwffα→â(Σ)


y

â
× cwffα(Σ)



y

â
−→ cwffâ(Σ)



y

â
.

We next check that E â is an evaluation function.

(1) E âϕ (X ) ≡ ϕ
∣

∣

free(X )
(X ) ≡ ϕ(X ).

(2) E âϕ respects application since ó(FA)


y

â
≡

(

ó(F)


y

â
ó(A)



y

â

)


y

â
where ó ≡

ϕ
∣

∣

free(FA)
.

(3) E âϕ (A) ≡
(

ϕ
∣

∣

free(A)
(A)

)

y

â
≡

(

ϕ′
∣

∣

free(A)
(A)

)

y

â
≡ E âϕ′(A) whenever ϕ and ϕ′

coincide on free(A).

(4) E âϕ (A) ≡ ó(A)


y

â
≡ ó(A



y

â
)


y

â
≡ E âϕ (A



y

â
) where ó ≡ ϕ

∣

∣

free(A)
.

A similar argument shows that TE(Σ)
âç
is a Σ-evaluation. Also, one can show

TE(Σ)
âç
is functional using an argument similar to Lemma 3.14 since Σ is infinite

at all types by Remark 3.16. (Alternatively, one can simply apply Lemma 3.14
and Theorem 3.13 to note that the applicative structure cwff(Σ)/≡âç is functional.
The applicative structure cwff(Σ)/≡âç is isomorphic to the applicative structure
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(cwff(Σ)


y

âç
,@âç). One can easily show that functionality is preserved under iso-

morphism.) a

Remark 3.37. Note that TE(Σ)
â
is not a functional Σ-evaluation since, for in-

stance, for any constant hã→ä ∈ Σ

(ëXã hã→äX )@
âCã ≡ h@

âC

for all C in TEã (Σ)
â
but ëX hX 6≡ h.

Remark 3.38. One can show that an evaluation function E for an applicative
structure (D ,@) is uniquely determined by its values E (c) on the constants c ∈ Σ
and its values E (S) and E (K) on the combinators S and K . When the applicative
structure is functional, even the values of each E (S) and E (K) are determined, so
that E is uniquely determined by its values E (c) for c ∈ Σ.

Definition 3.39 (Homomorphism on Σ-evaluations). Let J 1 := (D 1,@1,E 1)
and J 2 := (D 2,@2,E 2) be Σ-evaluations. A Σ-homomorphism is a typed function
κ : D 1 −→ D 2 such that κ is a homomorphism from the applicative structure
(D 1,@1) to the applicative structure (D 2,@2) and κ

(

E 1ϕ (A)
)

≡ E 2κ◦ϕ(A) for every

A ∈ wffα(Σ) and assignment ϕ for J 1.

3.3. Σ-models. The semantic notions so far are independent of the set of base
types. Now, we specialize these to obtain a notion ofmodels by requiring specialized
behavior on the type o of truth values. For this we use the notion of a Σ-valuation
which gives a truth-value interpretation to the domain Do of a Σ-evaluation con-
sistent with the intuitive interpretations of the logical constants. Since models are
semantic entities that are constructed primarily to make a statement about the truth
or falsity of a formula, the requirement that there exists a Σ-valuation is perhaps the
most general condition under which one wants to speak of a model. Thus we will
define ourmost general notion of semantics as Σ-evaluations that have Σ-valuations.

Definition 3.40. Fix two values T 6≡ F. Let J := (D ,@,E ) be a Σ-evalua-
tion and õ : Do −→ {T, F} be a (total) function. We define several properties that
characterize logical operators with respect to õ in the table shown in Figure 2.

prop. where holds when for all

L¬(n) n ∈ Do→o õ(n@a) ≡ T iff õ(a) ≡ F a ∈ Do
L∨(d) d ∈ Do→o→o õ(d@a@b) ≡ T iff õ(a) ≡ T or õ(b) ≡ T a, b ∈ Do
L∧(c) c ∈ Do→o→o õ(c@a@b) ≡ T iff õ(a) ≡ T and õ(b) ≡ T a, b ∈ Do
L⇒(i) i ∈ Do→o→o õ(i@a@b) ≡ T iff õ(a) ≡ F or õ(b) ≡ T a, b ∈ Do
L⇔(e) e ∈ Do→o→o õ(e@a@b) ≡ T iff õ(a) ≡ õ(b) a, b ∈ Do
Lα
∀
(ð) ð ∈ D(α→o)→o õ(ð@f) ≡ T iff ∀a ∈ Dα õ(f@a) ≡ T f ∈ Dα→o

Lα∃(ó) ó ∈ D(α→o)→o õ(ó@f) ≡ T iff ∃a ∈ Dα õ(f@a) ≡ T f ∈ Dα→o
Lα=(q) q ∈ Dα→α→o õ(q@a@b) ≡ T iff a ≡ b a, b ∈ Dα

Figure 2. Logical properties in Σ-models.

Definition 3.41 (Σ-model). Let J := (D ,@,E ) be a Σ-evaluation. A function
õ : Do −→ {T, F} is called a Σ-valuation for J if L¬(E (¬)) and L∨(E (∨)) hold,
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and for every type α Lα∀(E (Π
α)) holds. In this case,M := (D ,@,E , õ) is called a

Σ-model.
For the case of (the optional) primitive equality, i.e., when =α∈ Σα→α→o for all
types α, we sayM is a Σ-model with primitive equality if Lα=(E (=

α)) holds for every
type α.
We say that ϕ is an assignment intoM if it is an assignment into the underlying
applicative structure (D ,@). Furthermore, ϕ satisfies a formula A ∈ wffo(Σ) inM
(we writeM |=ϕ A) if õ(Eϕ(A)) ≡ T. We say thatA is valid inM (andwriteM |= A)
ifM |=ϕ A for all assignments ϕ. When A ∈ cwffo(Σ), we drop the reference to the
assignment and use the notationM |= A. Finally, we say thatM is a Σ-model for a
set Φ ⊆ cwffo(Σ) (we writeM |= Φ) ifM |= A for all A ∈ Φ.
AΣ-modelM := (D ,@,E , õ) is called functional [full, standard] if the applicative
structure (D ,@) is functional [full, standard]. Similarly, M is called ç-functional
[î-functional] if the evaluation (D ,@,E ) is ç-functional [î-functional]. We say M
is a Σ-model over a frame if (D ,@) is a frame.

Remark 3.42 (Adding primitive equality). In the definition of Σ-model above,
the addition of propertyLα=(E (=

α)) addressing the case of primitive equality above
has a purely practical motivation: calculi with a primitive treatment of equality,
see for instance [10, 11], may provide a more effective approach to equational
reasoning in higher-order logic than the exclusive use of Leibniz equality. Therefore
we enrich our theory to automatically also address the situationwhere (always built-
in) Leibniz equality and (optional) primitive equality are simultaneously present
in the language. The generalization to primitive equality is less trivial than the
generalization to other (optional) primitive logical connectives such as ∧ or ⇒.
This is the main reason why we built primitive equality directly into our theory
while we omit other logical primitives (cf. also Remarks 3.47 and 6.9).

Lemma 3.43 (Truth and falsity in Σ-models). Let M := (D ,@,E , õ) be a Σ-
model andϕ an assignment. LetTo := ∀Po P ∨ ¬P andFo := ¬To. Then õ(Eϕ(To))
≡ T and õ(Eϕ(Fo)) ≡ F.

Proof. LetP be a variable of type o. We have õ(Eϕ(To)) ≡ T, iff õ(Eϕ(P∨¬P)) ≡
T for every assignment ϕ. The properties of õ show that this statement is equivalent
to õ(ϕ(P)) ≡ T or õ(ϕ(P)) ≡ F, which is always true since õ maps into {T, F}. Note
further that õ(Eϕ(Fo)) ≡ F since õ(Eϕ(To)) ≡ T. a

Remark 3.44. Let M := (D ,@,E , õ) be a Σ-model. By Lemma 3.43, Do must
have at least the two elements Eϕ(To) and Eϕ(Fo), and õ must be surjective.

Remark 3.45. In contrast to the case of Henkin models, Definition 3.41 only
constrains the functional behavior of the values of the logical constants with respect
to õ. This does not fully specify these values since

• M need not be functional,
• and there can be more than two truth values.

We will now introduce semantical properties called q, ç, f, and b, which we will
use to characterize different classes of Σ-models.

Definition 3.46 (Properties q, ç, î, f and b). Given a Σ-model M := (D ,@,E ,
õ), we say thatM has property
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q: iff for all α ∈ T there is some qα ∈ Dα→α→o such that Lα=(q
α) holds.

ç: iffM is ç-functional.
î: iffM is î-functional.
f: iffM is functional. (This is generally associated with functional extensionality.)
b: iff Do has at most two elements. By Lemma 3.44 we can assume without loss
of generality that Do ≡ {T, F}, õ is the identity function, Eϕ(To) ≡ T and
Eϕ(Fo) ≡ F. (This is generally associated with Boolean extensionality.)

Remark 3.47 (Choice of logical constants). The work presented in this article is
based on the choice of the primitive logical constants ¬, ∨, and Πα . We have
also introduced shorthand for formulas constructed using ∧,⇒,⇔, and existential
quantification. One can (easily; cf. Lemma 3.48) verify that in any Σ-model M ≡
(D ,@,E , õ), each of the propertiesL∧(E (ëXoYo X ∧Y )), L⇒(E (ëXoYo X ⇒ Y )),
L⇔(E (ëXoYo X ⇔ Y )) and Lα∃(E (ëPα→o ∃Xα PX )) (for each type α) hold with
respect to õ. In this sense, our choice of logical constants and shorthand for
other logical constants is sufficient. However, Leibniz equality Qα will only satisfy
Lα=(E (Q

α)) for each type α iff the model satisfies property q (cf. Remark 3.52 and
Theorem 3.63).
On the other hand, in the absence of extensionality, one can gain some (limited)
expressive power by including extra logical constants such as ∧ in the signature.
This is the case since there may be several objects in c ∈ Do→o→o such that L∧(c)
holds. So, one could have a Σ-modelM ≡ (D ,@,E , õ) (where ∧ is also in Σ) such
that L∧(E (∧)) holds, but E (∧) 6≡ E (ëXoYo ¬(¬X ∨ ¬Y )). We will not investigate
this possibility here.
Our choice of logical constants differs from Andrews’ choice [6] who considers
primitive equality as the only logical primitive fromwhich all other logical operators
are defined using the definitions in Figure 3. For the sake of clarity, we write
qα for =α when =α is not being written in infix notation. For Henkin models,
the definitions in Figure 3 are appropriate. However, without extensionality, the
situation is quite different. SupposeJ ≡ (D ,@,E ) is a Σ-evaluation where =α∈ Σ
for every type α. Let õ : Do −→ {T, F} be a function such thatLα=(E (=

α)) holds for
each typeα. The fact that õ(E (To)) ≡ T follows directly fromLo→o→o= (E (=o→o→o))
and reflexivity of (meta-level) equality. Unfortunately, this is the last definition
which is clearly appropriate without further assumptions. So long as Do has more
than one element, one can show õ(E (Fo)) ≡ F. So, let us explicitly assume Do

To := qo =o→o→o qo

Fo := (ëXo To) =o→o (ëXo X )
¬o→o := qoFo
Πα := qα→o(ëXα To)

∧o→o→o := ëXoYo (ëGo→o→o GToTo) =(o→o→o)→o (ëGo→o→o GXY )
⇒o→o→o := ëXoYo (X =o (X ∧ Y ))
∨o→o→o := ëXoYo ¬(¬X ∧ ¬Y )
Σα := ëPα→o (¬ΠαëXα ¬(PX ))

Figure 3. A definition of logical constants from equality in
Henkin models.
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has more than one element, which is anyway met by Σ-models (cf. Remark 3.44).
Next, we investigate whether L¬(E (¬)) holds. Let a ∈ Do be given. By Lo=(E (=

o)),
we know õ(E (=o)@E (Fo)@a) ≡ T is equivalent to E (Fo) ≡ a. So, if õ(E (=o)@
E (Fo)@a) ≡ T, then õ(a) ≡ õ(E (Fo)) ≡ F. For the converse, suppose õ(a) ≡ F.
This, in general, does not imply E (Fo) ≡ a. However, if we assume a is the
unique member of Do such that õ(a) ≡ F, then we can conclude E (Fo) ≡ a. In
particular, ifDo has only two elements, then õmust be injective andwe can conclude
E (Fo) ≡ a. So, Boolean extensionality is required to ensure that L¬(E (¬)) holds
for this definition of ¬.
We now investigate whether Lα∀(E (Π

α)) holds for Πα defined as in Figure 3.
Let f ∈ Dα→o be given. Suppose õ(E (=α→o)@E (ëXα To)@f) ≡ T. Then, by
Lα→o= (E (=α→o)), we know E (ëXα To) ≡ f. This does guarantee E (To) ≡ f@a and
hence õ(f@a) ≡ T for every a ∈ Dα . However, showing the converse requires that
M is functional (i.e., strong functional extensionality is given). Suppose õ(E (=α)@
E (ëXα To)@f) ≡ F. We can conclude E (ëXα To) 6≡ f, but this is of little value. IfJ
is not functional, then these may be different representatives in Dα→o of the same
function. If J is functional, there must be some a ∈ Dα such that E (To) 6≡ f@a.
However, this still does not imply õ(f@a) ≡ F. IfDo has only two elements, then the
facts thatE (To) 6≡ f@a and E (To) 6≡ E (Fo) imply E (Fo) ≡ f@a, hence õ(f@a) ≡ F.
Similar observations apply to the other definitions in Figure 3. These definitions
do show that at least To and Fo are definable from primitive equality (so long asDo
has at least two elements). Furthermore, ifDo has exactly two elements¬ is definable
from primitive equality. We conjecture that this is asmuch as one can define in terms
of primitive equality without extensionality assumptions. That is, we conjecture
that without assumingDo has two elements, there may be no object n ∈ Do→o such
that L¬(n) holds. Furthermore, we conjecture that without assuming functionality
and thatDo has two elements, there may be no object d ∈ Do→o→o such that L∨(d)
holds, and there may be no object ð ∈ D(α→o)→o such that L

α
∀(ð) holds.

The next lemma formally verifies thatL⇔(E (ëXoYo X ⇔ Y )) holds with respect
to the valuation of a Σ-model, as indicated in the remark above.

Lemma 3.48 (Equivalence). Let M := (D ,@,E , õ) be a Σ-model, ϕ an assign-
ment intoM , and A,B ∈ wffo(Σ). õ(Eϕ(A⇔ B)) ≡ T iff õ(Eϕ(A)) ≡ õ(Eϕ(B)).

Proof. Suppose õ(Eϕ(A ⇔ B)) ≡ T. This implies õ(Eϕ(¬A ∨ B)) ≡ T and
õ(Eϕ(¬B∨A)) ≡ T. If õ(Eϕ(A)) ≡ T, then õ(Eϕ(¬A∨B)) ≡ T implies õ(Eϕ(B)) ≡ T,
so õ(Eϕ(A)) ≡ T ≡ õ(Eϕ(B)). If õ(Eϕ(A)) ≡ F, then õ(Eϕ(¬B ∨ A)) ≡ T implies
õ(Eϕ(B)) ≡ F, so õ(Eϕ(A)) ≡ F ≡ õ(Eϕ(B)). Since these are the only two possible
values for õ(Eϕ(A)), we have õ(Eϕ(A)) ≡ õ(Eϕ(B)).
Suppose õ(Eϕ(A)) ≡ õ(Eϕ(B)). Either õ(Eϕ(A)) ≡ õ(Eϕ(B)) ≡ T or õ(Eϕ(A)) ≡
õ(Eϕ(B)) ≡ F. An easy consideration of both cases verifies õ(Eϕ(¬A∨B)) ≡ T and
õ(Eϕ(¬B ∨ A)) ≡ T. Hence, õ(Eϕ(A⇔ B)) ≡ T. a

We next define classes of Σ-models in which certain properties hold. These classes
are denoted byM∗ where ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}. The subscript â is
always included to emphasize that â-equal terms are interpreted to be identical
elements in all models (cf. Remark 3.19). The subscripts ç, î, f and b indicate when
the corresponding properties must hold (cf. Definition 3.46). Note that we are not
including property q as an explicit subscript. The only Σ-models we need to consider
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which do not satisfy property q are term models. It will turn out (cf. Theorem 3.62)
thatwe canobtain amodel satisfying propertyq fromamodel that does notby taking
a quotient. However, this may not preserve properties î or f. Consequently, we omit
q as a subscript and define the setsM∗ (for ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}) so
that every model inM∗ satisfies property q. (This choice will be discussed further
in Remark 3.52.)

Definition 3.49 (Higher-order model classes). We will denote the class of Σ-
models that satisfy property q byMâ , and we will use subclasses ofMâ depending
on the validity of the properties ç, î, f, and b. We obtain the specialized classes
of Σ-models Mâç , Mâî , Mâf, Mâb, Mâçb, Mâîb, and Mâfb by requiring that the
properties specified in the index are valid.
If primitive equality is in the signature, i.e., if =α∈ Σα→α→o , then we require the
models to be Σ-models with primitive equality. Note that in this case property q is
automatically ensured.

We can group these eight classes in two dimensions as in Figure 4 based on the
“amount of extensionality” required.

functional

Boolean
none weak (ç) weak (î) strong (f)

none Mâ Mâç Mâî Mâf

b Mâb Mâçb Mâîb Mâfb

Figure 4. Extensional model classes.

Definition 3.50 (Σ-Henkin models). A Σ-Henkin model is a model M over a
frame with M ∈ Mâfb. We denote the class of all Σ-Henkin models by H. (Such
models are called general models in [2] and [6]. We avoid this terminology here since
we consider models which are more general than these.)

Definition 3.51 (Σ-standard models). A Σ-standard model is a Σ-Henkin model
that is also full (i.e., a model M ∈ Mâfb over a standard frame). The class of all
Σ-standard models is denoted by ST.

Remark 3.52 (Property q). The purpose of property q is to ensure that for all
types α there is an object qα in Dα→α→o representing meta equality for the do-
main Dα . This ensures the existence of objects representing unit sets {a} for each
a ∈ Dα in the domains Dα→o , which in turn makes Leibniz equality the intended
equality relation. This is because membership in these unit sets can be used as
an appropriately strong criterion to distinguish between different elements of Dα .
This aspect is discussed in detail by Peter Andrews in [2]. He notes that Leon
Henkin unintentionally introduced in [26] a class of models which need not satisfy
property q instead of the class of Henkin models in the sense above. As Andrews
shows, a consequence is that such a model may fail to satisfy the principle of strong
functional extensionality (cf. Definition 4.5) given by the formula

∀Fé→é ∀Gé→é (∀Xé FX
.
=
é
GX )⇒ F

.
=
é→é
G
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even though the model (as a model over a frame) is functional. Andrews fixed
this problem by introducing property q. Here, we have followed this by requiring
property q in all our model classesM∗.

Now let us extend the notion of a quotient evaluation to Σ-models.

Definition 3.53 (Σ-model congruences). A congruence on a Σ-model M ≡ (D ,
@,E , õ) is a congruence on the underlying Σ-evaluation (D ,@,E ) such that õ(a) ≡
õ(b) for all a, b ∈ Do with a ∼ b.

Definition 3.54 (Quotient Σ-model). LetM ≡ (D ,@,E , õ) be a Σ-model, ∼ be
a congruence onM , and (D∼,@∼,E ∼) be the quotient Σ-evaluation of (D ,@,E )
with respect to∼ (cf. Definition 3.33). Using the notation for representativesA∗ ∈ A

for A ∈ D∼α as in Definition 3.33, we define õ
∼ : D∼o −→ {T, F} by õ∼(A) := õ(A∗)

for every A ∈ D∼o . (Since õ(a) ≡ õ(b) whenever a ∼ b in Do, this definition
of õ∼ does not depend on the choice of representatives and õ∼([[a]]∼) ≡ õ(a) for
every a ∈ Do.) We callM/∼ := (D∼,@∼,E ∼, õ∼) the quotient Σ-model ofM with
respect to ∼.

Theorem 3.55 (Quotient Σ-model theorem). Let M ≡ (D ,@,E , õ) be a Σ-
model and∼ be a congruence onM . The quotientM/∼ is a Σ-model.
Furthermore, if for every type α, =α∈ Σα and we have õ(E (=α)@a@b) ≡ T iff

a ∼ b for every a, b ∈ Dα , thenM/∼ is a Σ-model with primitive equality.

Proof. We check the conditions of Definition 3.41, again using the A∗ notation
for representatives. To check condition L¬(E∼(¬)) for õ∼, for all A ∈ D∼o we
need to show that õ∼(E ∼(¬)@∼A) ≡ T iff õ∼(A) ≡ F. Let A ∈ D∼o be given.
Since M is a Σ-model we have õ(E (¬)@A∗) ≡ T iff õ(A∗) ≡ F. Since [[A∗]]∼ ≡ A

and [[E (¬)@A∗]]∼ ≡ E ∼(¬)@∼A, we have õ∼(E ∼(¬)@∼A) ≡ T iff õ∼(A) ≡ F.
Checking condition L∨(E ∼(∨)) for õ∼ is analogous.
To check condition Lα∀(E

∼(Πα)) for õ∼, suppose we have G ∈ D∼α→o . For every
A ∈ D∼α , õ

∼(G@∼A) ≡ õ(G∗@A∗). So, if õ∼(G@∼A) ≡ T for every A ∈ D∼α , then
õ(G∗@a) ≡ õ(G∗@[[a]]∗∼) ≡ T for every a ∈ Dα , and we conclude õ(E (Πα)@G∗) ≡
T. Hence, õ∼(E ∼(Πα)@∼G) ≡ T. Conversely, suppose õ∼(E∼(Πα)@G) ≡ T.
Then õ(E (Πα)@G∗) ≡ T and hence õ∼(G@A) ≡ õ(G∗@A∗) ≡ T for everyA ∈ D∼α .
Suppose primitive equality is in the signature and õ(E (=α)@a@b) ≡ T iff a ∼ b

for every a, b ∈ Dα . To verify Lα=(E
∼(=α)) holds for õ∼, we simply note that

õ∼(E ∼(=α)@∼A@∼B) ≡ T, iff õ(E (=α)@A∗@B∗) ≡ T, iff A∗ ∼ B∗, iff A ≡ B. a

We can define properties of a congruence analogous to those defined for models
in Definition 3.46.

Definition 3.56 (Properties ç, î, f and b for congruences). Given a Σ-model
M := (D ,@,E , õ) and a congruence ∼ onM , we say∼ has property

ç: iff Eϕ(A) ∼ Eϕ(A↓âç) for any type α, A ∈ wffα(Σ), and assignment ϕ.

î: iff for all α, â ∈ T , M ,N ∈ wffâ(Σ), assignment ϕ, and variables Xα ,
Eϕ(ëXαMâ) ∼ Eϕ(ëXα Nâ) whenever Eϕ,[a/X ](M) ∼ Eϕ,[a/X ](N) for every
a ∈ Dα .

f: iff ∼ is functional.
b: iff Do has at most two equivalence classes with respect to ∼. (By Remark 3.44
there are always at least two.)
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Remark 3.57. It follows trivially from reflexivity of congruences that if a model
satisfies property ç, then any congruence on themodel satisfies property ç. Similarly,
if a model has only two elements in Do, then Do can have at most two equivalence
classes with respect to any congruence ∼. So, if a model satisfies property b, then
any congruence on the model satisfies property b. This is not true for properties î
or f. For an example, we refer to the functional model (satisfying property f, hence
property î) constructed by Andrews in [2]. Using the results we prove below, one
can show Leibniz equality must induce a congruence failing to satisfy properties î
and f on this functional model.

Lemma 3.58. Let M be a Σ-model, Φ ⊆ cwffo(Σ), and ∼ be a congruence onM .
We have M/∼ |= Φ iff M |= Φ. Furthermore, if ∗ ∈ {ç, î, f, b} and ∼ satisfies
property ∗, thenM/∼ satisfies property ∗.

Proof. LetAo ∈ Φ. Since A is closed,M |= A, iff õ(E (A)) ≡ T, iff õ∼(E ∼(A)) ≡
T, iffM/∼ |= A. So,M |= Φ iffM/∼ |= Φ.
Suppose ∼ satisfies property ç. Let A ∈ wffα(Σ), and an assignment ϕ intoM/∼
be given. Let ϕ∗ be a corresponding assignment intoM (cf. Definition 3.33). Since
∼ satisfies property ç, we know Eϕ∗(A) ∼ Eϕ∗(A↓âç). Taking equivalence classes,

we have E∼ϕ (A) ≡ E
∼
ϕ (A↓âç).

Suppose ∼ satisfies property î. Let M ,N ∈ wffâ (Σ), a variable Xα and an
assignment ϕ into M/∼ be given. Again, let ϕ

∗ be a corresponding assignment
into M . Suppose E ∼ϕ,[A/X ](M) ≡ E ∼ϕ,[A/X ](N) for every A ∈ D∼α . This means

Eϕ∗,[A∗/X ](M) ∼ Eϕ∗,[A∗/X ](N) for every A ∈ D∼α . For any a ∈ Dα , using
Lemma 3.31, we know

Eϕ∗,[a/X ](M) ∼ Eϕ∗,[A∗/X ](M) ∼ Eϕ∗ ,[A∗/X ](N) ∼ Eϕ∗,[a/X ](N)

where A ∈ D∼α is the equivalence class of a. Since ∼ satisfies property î, we
know that Eϕ∗(ëX M) ∼ Eϕ∗(ëX N). Taking equivalence classes, we see that
E ∼ϕ (ëX M) ≡ E

∼
ϕ (ëX N).

If ∼ is functional (satisfies property f), we know M/∼ is functional (satisfies
property f) by Theorem 3.13.
Finally, if∼ satisfies property b, then clearlyD∼o has only two elements. So,M/∼
satisfies property b. a

Definition 3.59 (Congruence relation
.
∼). LetM ≡ (D ,@,E , õ) be a Σ-model.

Let qα ∈ Dα→α→o be E (Q
α), i.e., the interpretation of Leibniz equality at type α.

We define a
.
∼ b in Dα iff õ(qα@a@b) ≡ T.

Before checking
.
∼ is a congruence, we first show that it is at least reflexive.

Lemma 3.60. LetM be a Σ-model. For each type α and a ∈ Dα , we have a
.
∼ a.

Proof. We need to check õ(E (Qα)@a@a) ≡ T. Let Xα be a variable of type α
and ϕ be some assignment with ϕ(X ) ≡ a. Let r := Eϕ(ëPα→o ¬(PX ) ∨ PX )).
For any p ∈ Dα→o , since E is an evaluation function, we have

õ(r@p) ≡ õ(Eϕ,[p/P](¬(PX ) ∨ PX )).

AsM is a Σ-model, we have õ(Eϕ,[p/P](¬(PX ) ∨ PX )) ≡ T since either

õ(Eϕ,[p/P](PX )) ≡ T or õ(Eϕ,[p/P](¬(PX ))) ≡ T.



HIGHER-ORDER SEMANTICS AND EXTENSIONALITY 1051

So, again since M is a Σ-model, õ(E (Πα→o)@r) ≡ T. By the definitions of r and
.
=α , we have õ(Eϕ(X

.
=α X )) ≡ T. As X

.
=α X is a â-reduct of QαXX , we have

õ(Eϕ(Q
αXX )) ≡ T as well. Using ϕ(X ) ≡ a, we see that õ(E (Qα)@a@a) ≡ T. a

In order to check that
.
∼ is a congruence, it is useful to unwind the definitions to

better characterize when a
.
∼ b for a, b ∈ Dα .

Lemma 3.61 (Properties of
.
∼). Let M be a Σ-model. For each type α and a, b ∈

Dα , the following are equivalent:

(1) a
.
∼ b.

(2) For all variables Xα and Yα and assignments ϕ such that ϕ(X ) ≡ a and
ϕ(Y ) ≡ b, we have õ(Eϕ(X

.
=
α
Y )) ≡ T.

(3) For every p ∈ Dα→o, õ(p@a) ≡ T implies õ(p@b) ≡ T.
(4) For every p ∈ Dα→o, õ(p@a) ≡ õ(p@b) .

Proof. At each type α, let qα ∈ Dα→α→o be the interpretation E (Q
α) of Leibniz

equality. By definition, a
.
∼ b iff õ(qα@a@b) ≡ T.

To show (1) implies (2), suppose a
.
∼ b and ϕ is an assignment with ϕ(Xα) ≡ a

and ϕ(Yα) ≡ b. Since õ(qα@a@b) ≡ T, we have õ(Eϕ(Q
αXY )) ≡ T. Since E

respects â-equality (cf. Remark 3.19), we have õ(Eϕ(X
.
=α Y )) ≡ T.

To show (2) implies (3), suppose õ(Eϕ(X
.
=
α
Y )) ≡ T whenever ϕ is an as-

signment with ϕ(X ) ≡ a and ϕ(Y ) ≡ b. Let X and Y be particular distinct
variables of type α and ϕ be any such assignment with ϕ(X ) ≡ a and ϕ(Y ) ≡ b.
Let p ∈ Dα→o with õ(p@a) ≡ T and a variable Pα→o be given. By assumption,
õ(Eϕ(∀Pα→o ¬(PX ) ∨ (PY ))) ≡ T. Since õ(Eϕ,[p/P](PX )) ≡ õ(p@a) ≡ T, we have
õ(p@b) ≡ õ(Eϕ,[p/P](PY )) ≡ T.
To show (3) implies (4), let p ∈ Dα→o be given. If õ(p@a) ≡ T, then we have
õ(p@b) ≡ T by assumption. So, õ(p@a) ≡ õ(p@b) in this case. Otherwise, we
must have õ(p@a) ≡ F. Let q := Eϕ(ëXα ¬(Pα→oX )) where ϕ is some assignment
with ϕ(P) := p. Since M is a model, õ(q@a) ≡ õ(E (¬)@(p@a)) ≡ T. Applying
the assumption to q, we have õ(q@b) ≡ T and so õ(E (¬)@(p@b)) ≡ T. Thus,
õ(p@b) ≡ F and õ(p@a) ≡ õ(p@b) in this case as well.
To show (4) implies (1), suppose õ(p@a) ≡ õ(p@b) for every p ∈ Dα→o. In par-
ticular, this holds for p := qα@a ∈ Dα→o. Since õ(q

α@a@a) ≡ T by Lemma 3.60,
we must have õ(qα@a@b) ≡ T. That is, a

.
∼ b. a

Theorem 3.62 (Properties ofM/.∼). LetM be a Σ-model. Then
.
∼ is a congruence

relation on the modelM andM/.∼ satisfies property q. Furthermore, if for every type
α, =α∈ Σα and õ(E (=α)@a@b) ≡ T iff a

.
∼ b for all a, b ∈ Dα , then M/.∼ is a

Σ-model with primitive equality.

Proof. We first verify that
.
∼ is an equivalence relation on each Dα . Reflexivity

was shown in Lemma 3.60. To check symmetry and transitivity we use condition
(4) in Lemma 3.61. For symmetry, let a

.
∼ b in Dα and p ∈ Dα→o be given. So,

õ(p@a) ≡ õ(p@b). Generalizing over p, we have b
.
∼ a. For transitivity, let a

.
∼ b

and b
.
∼ c in Dα and p ∈ Dα→o be given. So, õ(p@a) ≡ õ(p@b) ≡ õ(p@c).

Generalizing over p, we have a
.
∼ c.

We next verify that
.
∼ is a congruence. Suppose f

.
∼ g in Dα→â and a

.
∼ b ∈ Dα .

To show f@a
.
∼ g@b we use condition (3) in Lemma 3.61. Let p ∈ Dâ→o with

õ(p@(f@a)) ≡ T be given. Let ϕ be an assignment with ϕ(Pâ→o) ≡ p, ϕ(Xα) ≡ a
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and ϕ(Gα→â ) ≡ g for variables P, X and G . We can use Lemma 3.61(3)
with Eϕ(ëFα→â (P(FX ))) and f

.
∼ g to verify that õ(p@(g@a)) ≡ T. Using

Lemma 3.61(3) with Eϕ(ëXα (P(GX ))) and a
.
∼ b verifies õ(p@(g@b)) ≡ T. So,

f@a
.
∼ g@b.
It remains to check that õ(a) ≡ õ(b) whenever a

.
∼ b for a, b ∈ Do. Let a

.
∼ b

in Do be given. Applying Lemma 3.61(4) to E (ëXo X ) ∈ Do→o we have õ(a) ≡
õ(E (ëXo X )@a) ≡ õ(E (ëXo X )@b) ≡ õ(b) as desired. So,

.
∼ is a congruence

relation onM .
Now, we showM/.∼ satisfies property q. At each type α, let qα ∈ Dα→α→o be the
interpretation E (Qα) of Leibniz equality. To check property q, we show that [[qα]] .∼
is the appropriate object inD

.
∼
α→α→o for each α ∈ T . Let a, b ∈ Dα be given. Note

that [[a]] .∼ ≡ [[b]] .∼ is equivalent to a
.
∼ b.

Also, õ
.
∼([[qα ]] .∼@

.
∼[[a]] .∼@

.
∼[[b]] .∼) ≡ T is equivalent to õ(qα@a@b) ≡ T. So, we

need to show that õ(qα@a@b) ≡ T if and only if a
.
∼ b. But this is precisely the

definition of
.
∼.

The statement for primitive equality follows immediately by Theorem 3.55. a

Now, we know that when one takes a quotient of a model M by
.
∼, one obtains

a model satisfying property q. It is worthwhile to note the following relationship
between

.
∼ and property q.

Theorem 3.63. LetM ≡ (D ,@,E , õ) be a Σ-model. The following are equivalent:

(1) M satisfies property q.
(2) For any congruence∼ onM , type α, and a, b ∈ Dα , a ∼ b implies a ≡ b.
(3) For any type α, and a, b ∈ Dα , a

.
∼ b implies a ≡ b.

(4) For any type α, Lα=(E (Q
α)) holds for õ.

Proof. To show (1) implies (2), supposeM satisfies q, ∼ is a congruence onM ,
and a ∼ b for a, b ∈ Dα . Let qα ∈ Dα→α→o be the object at type α guaranteed to
exist by property q. Since a ∼ b, we have (qα@a@a) ∼ (qα@a@b). By property q,
we have õ(qα@a@a) ≡ T (since a ≡ a). Since ∼ is a congruence on the model, we
have õ(qα@a@b) ≡ T. By property q, this means a ≡ b.
Since

.
∼ is a particular congruence onM , we know (2) implies (3).

To show (3) implies (4), we need to show Lα=(E (Q
α)) holds for each type α. By

the definition of
.
∼, for every a, b ∈ Dα we have õ(E (Q

α)@a@b) ≡ T, if and only if
a
.
∼ b, iff a ≡ b. The last equivalence holds by our assumption that a

.
∼ b implies

that a ≡ b, and by Lemma 3.60.
For each type α, Lα=(E (Q

α)) implies E (Qα) is the witness required to show
property q. So, we know (4) implies (1). a

Remark 3.64 (Congruences for Σ-models with primitive equality). Theorem
3.63 shows that once we have a model M which satisfies property q, there are no
nontrivial congruences on M . Hence, there are no nontrivial quotients of M . In
particular, the only possible congruence for a Σ-model with primitive equality is
the trivial congruence given by the identity relation ≡. Consequently, the quotient
construction in the case of a Σ-model with primitive equality leads to essentially the
same model again. We therefore do not consider quotients of models with primitive
equality.

3.4. Σ-models over frames. In this section, we define the notion of an isomor-
phism between two models and show every functional Σ-model is isomorphic to a
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model over a frame. In particular, this shows that the model classMâfb is simply
the closure of the class H of Henkin models under isomorphism of Σ-models.

Definition 3.65 (Σ-model homomorphism/isomorphism). Let M 1 ≡ (D 1,@1,
E 1, õ1) and M 2 ≡ (D 2,@2,E 2, õ2) be Σ-models. A homomorphism from M 1 to
M 2 is a typed function κ : D 1 −→ D 2 such that κ is a homomorphism from the
evaluation (D 1,@1,E 1) to the evaluation (D 2,@2,E 2) and õ1(a) ≡ õ2(κ(a)) for
every a ∈ D 1o .
A homomorphism i fromM 1 toM 2 is called an isomorphism iff there is a homo-
morphism j fromM 2 toM 1 where jα : D 2α −→ D 1α is the inverse of iα : D

1
α −→ D 2α

at each type α. Two models are said to be isomorphic if there is such an isomor-
phism. (It is clear from the definition that this is a symmetric relationship between
models.)

Remark 3.66. The class H of Henkin models is not closed under isomorphism
of models. Neither is the class ST of standard models. This is because Henkin
and standard models require that the domains Dα→â consist of functions from
F (Dα ;Dâ). We may, however, take a given Henkin model and appropriately mod-
ify it to obtain an isomorphic model that is not in the class of Henkin models. For
example, we may choose D ′α→â := { (0, f) | f ∈ Dα→â } and define @ appropri-

ately (cf. Example 5.6 for a similar construction).

Lemma 3.67. LetM 1 andM 2 be isomorphic Σ-models.

(1) For any set of sentences Φ,M 1 |= Φ, iffM 2 |= Φ.
(2) IfM 1 is a Σ-model with primitive equality, thenM 2 is a Σ-model with primitive
equality.

(3) If ∗ ∈ {q, ç, î, f, b} andM 1 satisfies ∗, thenM 2 satisfies ∗.

In particular, each model classM∗ is closed under isomorphism of models.

Proof. Let i be a homomorphism from M 1 ≡ (D 1,@1,E 1, õ1) to M 2 ≡ (D 2,
@2,E 2, õ2) and j be its inverse.
LetΦbe a set of sentenceswithM 1 |= Φ. That is, for everyA ∈ Φ, õ1(E 1(A)) ≡ T.
So, for everyA ∈ Φ, õ2(E 2(A)) ≡ õ1(j(E 2(A))) ≡ õ1(E 1(A)) ≡ T (sinceA is closed,
we can ignore the variable assignment). This showsM 2 |= Φ; the other direction is
obtained by switching indices.
Suppose qα ∈ D 1α→α→o is such thatL

α
=(q

α) holds for õ1. We show thatLα=(i(q
α))

holds for õ2. Given a, b ∈ D 2α . We have a ≡ b, iff j(a) ≡ j(b), iff õ1(qα@1j(a)@1

j(b)) ≡ T, iff õ2(i(qα@1j(a)@1j(b))) ≡ T, iff õ2(i(qα)@2a@2b)) ≡ T.
In particular, suppose M 1 is a Σ-model with primitive equality. Then, we have

Lα=(E
1(=α)) for õ1 at each type α. So, Lα=(i(E

1(=α))) holds for õ2 at each type α.
Since i(E 1(=α)) ≡ E 2(=α), we knowM 2 is a Σ-model with primitive equality.
Next, supposeM 1 satisfies property q. Let α be a type and qα be the witness for
property q in M 1 at α. That is, Lα=(q

α) holds for õ1. We have shown Lα=(i(q
α))

holds for õ2. Hence,M 2 satisfies property q.
SupposeM 1 satisfies property ç. To showM 2 satisfies ç, let A ∈ wffα(Σ) and an
assignment ϕ intoM 2 be given. We compute

E 2ϕ (A) ≡ (i ◦ j)(E
2
ϕ (A)) ≡ i(E

1
j◦ϕ(A))

≡ i(E 1j◦ϕ(A↓âç)) ≡ (i ◦ j)(E
2
ϕ (A↓âç)) ≡ E

2
ϕ (A↓âç).
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So,M 2 satisfies property ç.
M 2 satisfies î, letM ,N ∈ wffâ (Σ), a variable Xα , and an assignment ø intoM

2

be given. Suppose E 2ø,[b/X ](M) ≡ E
2
ø,[b/X ](N) for all b ∈ D 2α . For any a ∈ D 1α , we

compute

E 1j◦ø,[a/X ](M) ≡ j(E
2
i◦j◦ø,[i(a)/X ](M)) ≡ j(E

2
ø,[i(a)/X ](M))

≡ j(E 2ø,[i(a)/X ](N)) ≡ E
1
j◦ø,[a/X ](N).

Since M 1 satisfies property î, we know E 1j◦ø(ëX M) ≡ E
1
j◦ø(ëX N). Finally, we

compute

E 2ø(ëX M) ≡ i(E
1
j◦ø(ëX M)) ≡ i(E

1
j◦ø(ëX N)) ≡ E

2
ø(ëX N).

So,M 2 satisfies property î.
Suppose M 1 satisfies property f and we are given f, g ∈ D 2α→â for types α and

â . Suppose further that f@2b ≡ g@2b for every b ∈ D 2α . It is enough to show
j(f) ≡ j(g). This follows from property f inM 1 if we can show j(f)@1a ≡ j(g)@1a
for every a ∈ D 1α . So, let a ∈ D 1α be given. We finish the proof by computing

j(f)@1a ≡ j(f)@1(j ◦ i)(a) ≡ j(f@2i(a))

≡ j(g@2i(a)) ≡ j(g)@1(j ◦ i)(a) ≡ j(g)@1a.

Finally, ifM 1 satisfies property b, thenD 1o has two elements. Since io : D
1
o −→ D 2o

has inverse jo , D 2o must also have two elements. Thus,M
2 satisfies property b. a

Theorem 3.68 (Models over frames). LetM ≡ (D ,@,E , õ) be a Σ-model which
satisfies property f (i.e., M is functional ). Then there is an isomorphic model M fr

over a frame.

Proof. We define the model Mfr := (Dfr ,@fr ,E fr , õfr) by defining its compo-
nents.
We first define the domainsDfr forMfr by induction on types. We simultaneously

define functions iα : Dα −→ Dfrα and jα : D
fr
α −→ Dα which will witness that the

two models are isomorphic. At each step of the definition, we check that iα and jα
are mutual inverses. For base types α ∈ {é, o} let D frα := Dα and iα and jα be the
identity functions (clearly mutual inverses).

Given two types α and â , we assume we haveD frα , mutual inverses iα : Dα → Dfrα
and jα : D

fr
α −→ Dα , as well as D

fr
â and mutual inverses iâ : Dâ → D

fr
â and

jâ : D
fr
â −→ Dâ . We define

D
fr
α→â :=

{

f : Dfrα −→ Dfrâ
∣

∣ ∃f ∈ Dα→â ∀a ∈ Dfrα f(a) ≡ iâ(f@jα(a))
}

.

Note thatDfrα→â ⊆ F (D
fr
α ;D

fr
â ). To define themap iα→â : Dα→â −→ D

fr
α→â , we let

iα→â (f) be the function taking each a ∈ Dfrα to iâ(f@jα(a)). This choice for iα→â (f)

is clearly inDfrα→â by definition. To define the inverse map jα→â : D
fr
α→â −→ Dα→â ,

we must use the fact thatM is functional. Given anyf ∈ D frα→â , by definition there

is some f ∈ Dα→â such that f(a) ≡ iâ (f@jα(a)) for every a ∈ Dfrα . (Note that
the function f and object f are different in general.) By functionality and the fact
that the i and j at types α and â are already inverses, this f is unique, since if
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iâ (f@jα(a)) ≡ iâ(g@jα(a)) for every a ∈ Dfrα , then f@jα(iα(a)) ≡ g@jα(iα(a))

for every a ∈ Dfrα . That is, f@a ≡ g@a for every a ∈ Dfrα . So, for every f ∈ Dfrα→â ,

we define jα→â(f) to be the unique f such that f(a) ≡ iâ(f@jα(a)). It is easy to
check that iα→â and jα→â are mutually inverse.

For the applicative structure (Dfr ,@fr) to be a frame, we are forced to let the

application operator @fr to be function application. That is, for every f ∈ D frα→â
and a ∈ Dfrα , f@fra := f(a). We define the evaluation function E fr simply by

E
fr
ϕ (A) := i(Ej◦ϕ(A)) for every A ∈ wffα(Σ) and assignment ϕ into the applicative

structure (Dfr ,@fr). Since Dfro ≡ Do, we can let õfr := õ.
We only sketch the remainder of the proof. First one can show that i and j
preserve application. One can use this fact to verify that E fr is an evaluation
function so that (Dfr ,@fr ,E fr) is a Σ-evaluation, and that õfr ≡ õ is a valuation
function for this evaluation. This verifiesMfr is a model. Finally, to verify one has
an isomorphism, one can easily check the remainder of the conditions for i and j
to be homomorphisms between the models. These are isomorphisms since they are
mutually inverse on the domains of each type. a

We can conclude that Mâfb is simply the closure of the class of H of Henkin
models under isomorphism. Given any M ∈ Mâfb, by Theorem 3.68, there is an
isomorphic modelMfr over a frame. By Lemma 3.67, this modelMfr satisfies q, f,
and b (since M does). Also, if primitive equality is present in the signature, by the
same lemma we knowMfr is a model with primitive equality. That is,Mfr ∈ H.

§4. Properties of model classes. In this section we discuss some properties of the
model classes introduced in section 3. Our interest is in the properties of Leibniz
equality and primitive equality.

Definition 4.1 (Extensionality for Leibniz equality). We call a formula of the
form

EXT
α→â
.
=

:= ∀Fα→â ∀Gα→â (∀Xα FX
.
=â GX )⇒ F

.
=α→â G

an axiom of (strong) functional extensionality for Leibniz equality, and refer to the
set

EXT→.= := {EXTα→â.
=

| α, â ∈ T }

as the axioms of (strong) functional extensionality for Leibniz equality. Note that
EXT→.= specifies functionality of the relation corresponding to Leibniz equality

.
=.

We call the formula

EXTo.= := ∀Ao ∀Bo (A⇔ B)⇒ A
.
=
o
B

the axiom of Boolean extensionality. We call the set EXT→.= ∪ {EXTo.=} the axioms
of (strong) extensionality for Leibniz equality.

In Examples 5.4 to 5.8 below we give concrete models in which EXTo.= and

EXTα→â.
=

fail in various ways. First, we prove relationships between properties q, b

and f and the statements EXTo.= and EXT
→.
= .

Lemma 4.2 (Leibniz equality in Σ-models). LetM := (D ,@,E , õ) be aΣ-model,
ϕ be an assignment, α ∈ T , and A, B ∈ wffα(Σ).



1056 CHRISTOPH BENZMÜLLER, CHAD E. BROWN, AND MICHAEL KOHLHASE

(1) If Eϕ(A) ≡ Eϕ(B), then õ(Eϕ(A
.
=α B)) ≡ T.

(2) IfM satisfies property q and õ(Eϕ(A
.
=
α
B)) ≡ T, then Eϕ(A) ≡ Eϕ(B).

Proof. Let ϕ be any assignment into M . For the first part, suppose Eϕ(A) ≡
Eϕ(B). Given r ∈ Dα→o, we have either õ(r@Eϕ(A)) ≡ õ(r@Eϕ(B)) ≡ F or
õ(r@Eϕ(B)) ≡ õ(r@Eϕ(A)) ≡ T. In either case, for any variable Pα→o not in
free(A)∪ free(B), we have õ(Eϕ,[r/P](¬(PA)∨PB)) ≡ T. So, we have Eϕ(A

.
=
α
B) ≡

T.
To show the second part, suppose õ(Eϕ(A

.
=α B)) ≡ T. By property q, there is

some qα ∈ Dα→α→o such that for a, b ∈ Dα we have õ(qα@a@b) ≡ T iff a ≡ b.
Let r ≡ qα@Eϕ(A). From õ(Eϕ(A

.
=
α
B)) ≡ T, we obtain Eϕ,[r/P](¬PA ∨ PB) ≡ T

(where Pα→o /∈ free(A) ∪ free(B)). Since Eϕ,[r/P](PA) ≡ qα@Eϕ(A)@Eϕ(A) ≡ T,
we must have õ(Eϕ,[r/P](PB)) ≡ T. That is, õ(qα@Eϕ(A)@Eϕ(B)) ≡ T. By the
choice of qα , we have Eϕ(A) ≡ Eϕ(B). a

Theorem 4.3 (Extensionality in Σ-models). LetM ≡ (D ,@,E , õ) be a Σ-model.

(1) IfM satisfies property q but not property f, thenM 6|= EXT→.= .
(2) IfM satisfies property q but not property b, thenM 6|= EXTo.=.
(3) IfM satisfies properties q and f, thenM |= EXT→.= .
(4) IfM satisfies property b, thenM |= EXTo.=.

Thus we can characterize the different semantical structures with respect to Boolean
and functional extensionality by the table in Figure 5.7

in Mâ ,Mâç ,Mâî Mâf Mâb,Mâçb,Mâîb Mâfb

formula valid? by valid? by valid? by valid? by

EXT→.= — 1. + 3. — 1. + 3.
EXTo.= — 2. — 2. + 4.7 + 4.7

Figure 5. Extensionality in Σ-models.

Proof. SupposeM satisfies property q but does not satisfy property f. Then there
must be types α and â and objects f, g ∈ Dα→â such that f 6≡ g but f@a ≡ g@a

for every a ∈ Dα . Let Fα→â , Gα→â ∈ Vα→â be distinct variables, Xα ∈ Vα , and
ϕ be any assignment with ϕ(F ) ≡ f and ϕ(G) ≡ g. For any a ∈ Dα , f@a ≡ g@a

implies õ(Eϕ,[a/X ](FX
.
=
â
GX )) ≡ T by Lemma 4.2(1). Using the fact that õ is a

valuation, we have õ(Eϕ(∀X (FX
.
=â GX ))) ≡ T. On the other hand, since f 6≡ g

and M satisfies property q, we have õ(Eϕ(F
.
=α→â G)) ≡ F by contraposition of

Lemma 4.2(2). This impliesM 6|= EXTα→â.
=
.

SupposeM satisfies property q but does not satisfy property b. Then, there must
be at least three elements in Do. Since õ maps into a two element set, there must
be two distinct elements a, b ∈ Do such that õ(a) ≡ õ(b). Let Ao, Bo ∈ Vo be
distinct variables and ϕ be any assignment into M with ϕ(A) ≡ a and ϕ(B) ≡ b.
By Lemma 3.48, we know õ(Eϕ(A ⇔ B)) ≡ T. Since a 6≡ b and property q holds,

7The cases in the figure corresponding toTheorem4.3(4) are actually special cases. InTheorem4.3(4),
we can infer a model satisfies EXTo.

=
even if property q does not hold. However, the models inMâb,

Mâçb,Mâîb andMâfb do satisfy property q by the definition of these model classes.
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by contraposition of Lemma 4.2(2), we know õ(Eϕ(A
.
=o B)) ≡ F. It follows that

M 6|= EXTo.=.
Let ϕ be any assignment into M . From õ(Eϕ(∀Xα FX

.
= GX )) ≡ T we

know õ(Eϕ,[a/X ](FX
.
= GX )) ≡ T holds for all a ∈ Dα . By Lemma 4.2(2)

we can conclude that Eϕ,[a/X ](FX ) ≡ Eϕ,[a/X ](GX ) for all a ∈ Dα and hence
Eϕ,[a/X ](F )@Eϕ,[a/X ](X ) ≡ Eϕ,[a/X ](G)@Eϕ,[a/X ](X ) for all a ∈ Dα . That is,
Eϕ,[a/X ](F )@a ≡ Eϕ,[a/X ](G)@a for all a ∈ Dα . Since X does not occur free in
F or G , by property f and Definition 3.18(3) we obtain Eϕ(F ) ≡ Eϕ(G). This

finally gives us that õ(Eϕ(F
.
=
α→â

G)) ≡ T with Lemma 4.2(1). It follows that

M |= EXTα→â.
=

andM |= EXT→.= , since α and â were chosen arbitrarily. Note that

we certainly need the assumption that M satisfies property q (which is employed
within the application of Lemma 4.2(2). As explained in Remark 3.52, there is a
functional model in which property q fails and EXTé→é.= is not valid.
Let Ao, Bo ∈ Vo be distinct variables and ϕ be any assignment into M . Since
property b holds, we can assumeDo ≡ {T, F} and õ is the identity function. Suppose
õ(Eϕ(A ⇔ B)) ≡ T. By Lemma 3.48, we have Eϕ(A) ≡ õ(Eϕ(A)) ≡ õ(Eϕ(B)) ≡
Eϕ(B). By Lemma 4.2(1), we have õ(Eϕ(A

.
=o B)) ≡ T. It follows that M |=

EXTo.=. a

Remark 4.4 (Alternative definitions of equality). Leibniz equality is a very
prominent way of defining equality in higher-order logic. However, there are alter-
native definitions such as (cf. [6, p. 203])

..
=α := ëXαYα ∀Qα→α→o (∀Zα QZZ)⇒ QXY.

An important question is whether an alternative definition of equality is equivalent
to the Leibniz definition in particular model classes. As Remark 3.47 shows, this
has to be carefully investigated for each equality definition and each model class
in question. We can show that for all Aα ,Bα ∈ cwffα(Σ) A

..
= B and A

.
= B are

equivalent modulo õ for all M ∈ Mâ (and thus for all other model classes). That
is, we can show õ(E (A

..
=α B)) ≡ õ(E (A

.
=α B)). Note that this is weaker than

showing E (A
..
=α B) ≡ E (A

.
=
α
B). The key idea is to reduce the definition of

..
= to

.
= (and vice versa) by instantiating the universally quantified set variables Q and P
appropriately. We may, for instance, show A

..
=α B implies A

.
=α B by choosing the

instantiation [ëUαVα ∀Pα→o PU ⇒ PV ] for Q and the converse by choosing the
instantiation [ëVα ∀Qα→α→o (∀Zα QZZ) ⇒ QAV ] for P. As a consequence the
properties of Leibniz equality with respect to extensionality also apply to

..
=.

Definition 4.5 (Extensionality for primitive equality). Analogous to the exten-
sionality axioms for Leibniz equality, we can define the axioms of strong (functional
and Boolean) extensionality for primitive equality:

EXTα→â= := ∀Fα→â ∀Gα→â (∀Xα FX =
â GX )⇒ F =α→â G

EXTo= := ∀Ao ∀Bo (A⇔ B)⇒ A =o B.

As before we refer to the set EXT→= := {EXTα→â= | α, â ∈ T } as the axioms of
(strong) functional extensionality for primitive equality.

The following lemma shows that in a Σ-model with primitive equality for each
α ∈ T the denotations of =α and

.
=
α
are identical modulo õ.
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Lemma 4.6 (Primitive and Leibniz equality). If M := (D ,@,E , õ) ∈ M∗ is a
Σ-model with primitive equality where ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}, then we
have õ(Eϕ(A =α B)) ≡ õ(Eϕ(A

.
=
α
B)) for all assignments ϕ intoM , types α ∈ T ,

and A, B ∈ wffα(Σ).

Proof. Since property q holds forM ∈ M∗, by Lemma 4.2 parts (1) and (2), we
have õ(Eϕ(A

.
=α B)) ≡ T iff Eϕ(A) ≡ Eϕ(B). Since M is a Σ-model with primitive

equality, we know Eϕ(A) ≡ Eϕ(B) is equivalent to õ(E (=
α)@Eϕ(A)@Eϕ(B)) ≡ T,

and hence to õ(Eϕ(A =α B)) ≡ T. a

Remark 4.7. Lemma 4.6 implies that for all models in our model classesM∗ the
extensionality axioms for primitive equality are equivalent to the corresponding
extensionality axioms for Leibniz equality. Thus, the analysis for the Leibniz
versions applies directly to the versions using primitive equality. Also, Lemma 4.6
reinforces that (provided property q holds) we can indeed use Leibniz equality to
treat equality as a defined notion (relative to models inM∗). Thus, we principally
do not need to assume the constants =α to be in our signature. The critical part
in this choice is that for ensuring the correct meaning for Qα we have to require
the existence of an object representing the identity relation for each type in each
Σ-model (cf. [2] for a discussion in the context ofHenkinmodels). This requirement
is automatically met if we consider primitive equality. Hence it seems natural to
treat equality as primitive.

Remark 4.8 (Properties ç and î). We have shown, in the presence of property
q, a model M satisfies property f iff M |= EXT→.= . Similarly, we have shown that
property b corresponds to a model satisfying EXTo.=. A corresponding analysis can
be done for properties ç and î (cf. Definition 3.46). Assume M satisfies property
q. Then, M satisfies property ç iff M |= A

.
=
α
(A↓âç) for every type α and closed

formula A ∈ cwffα(Σ). Also,M satisfies property î iff

M |= ∀Fα→â ∀Gα→â (∀Xα FX
.
=â GX )⇒ (ëX FX )

.
=α→â (ëX GX )

for all types α and â .

§5. Example models. We now sketch the construction of models in the model
classesM∗ to demonstrate concretely how properties for Boolean, strong and weak
functional extensionality can fail. We need this to show that the inclusions (cf.
Figure 1) of the model classes defined in Section 3 are proper, and we indeed need
all of them.
We start with the simplest example of a Henkin model, which we will call the
singleton model, since the domain of individuals is a singleton. Note that the un-
derlying evaluation of this model is not the singleton evaluation from Example 3.26
since Do has two elements. In this model, all forms of extensionality are valid.

Example 5.1 (Singleton model—Mâfb ∈ ST ⊆ H ⊆ Mâfb). Let (D ,@) be the
full frame with Do := {T, F} and Dé := {∗}. One can easily define an evaluation
function E for this frame by induction on terms, using functions to interpret ë-
abstractions. The identity function õ : Do −→ {T, F} is a valuation, assuming the
logical constants are interpreted in the standard way (including primitive equality,
if present in Σ). So, Mâfb := (D ,@,E , õ) defines a model. This model clearly
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satisfies all our properties b, f (hence ç and î) and q (since the frame is full). So,
Mâfb ∈ ST ⊆ H ⊆ Mâfb.

Remark 5.2. In particular, all our model classes are non-empty. By parts (3)
and (4) of Theorem 4.3, we haveMâfb |= EXTo.= andM

âfb |= EXT→.= .

We can use the singleton model Mâfb to construct another model which makes
the importance of property q clear.

Remark 5.3. Let Mâfb ≡ (D ,@,E , õ) as above and TE(Σ)
â
≡ (D â ,@â ,E â)

be the â-term evaluation as defined in Definition 3.35. Let õ′ : D âo −→ {T, F}
be the function õ′(A) := õ(E (A)) for every A ∈ cwffo(Σ)



y

â
. One can show

M ′ := (D â ,@â ,E â , õ′) is a Σ-model such that M ′ |= A iff Mâfb |= A for every
sentence A. In particular,M ′ |= EXTo.= andM

′ |= EXT→.= .
Nevertheless,M ′ fails to satisfy properties q, b, ç and f. Property b does not hold

since D âo ≡ cwffo(Σ)


y

â
is infinite. Property ç does not hold since, for example,

E â (ëFé→éXé FX ) ≡ ëFé→éXé FX 6≡ ëFé→é F ≡ E â(ëFé→é F ).

Property f cannot hold since property ç does not hold. (On the other hand, property
î does hold since the underlying evaluation is a term evaluation.)
We know now by Theorem 4.3, either part (1) or part (2), that property q must
not hold. A concrete way to see that property q fails is to consider two distinct
constants aé , bé ∈ Σé . We must haveMâfb |= a

.
=é b (sinceDé has only one element),

and soM ′ |= a
.
=
é
b. On the other hand a and b are distinct elements (as distinct

â-normal forms) in D âé .
The modelM ′ shows that property q is needed in the proofs of parts (1) and (2)
of Theorem 4.3.

Example 5.4 (Failure of b—Mâf ∈ Mâf \ Mâfb). Let (D ,@) be the full frame
with Do = {a, b, c} and Dé = {0, 1}. We define an evaluation function E for
this frame by defining E (¬), E (∨), and E (Πα) to be the functions given in the
following table:

E (¬) a b c

c c a

E (∨) a b c

a a a a

b a a a

c a a c

E (Πα)@f =

{

a, if f@g ∈ {a, b} for all g ∈ Dα ,
c, if f@g = c for some g ∈ Dα .

We can choose E (w) to be arbitrary for parameters w ∈ Σ. Since the applicative
structure (D ,@) is a frame, hence functional, this uniquely determines E on all
formulae. Also, since the frame is full, we are guaranteed that there will be enough
functions to interpret ë-abstractions.
Let the map õ : Do −→ {T, F} be defined by õ(a) := T, õ(b) := T and õ(c) := F.
It is easy to check that Mâf := (D ,@,E , õ) is indeed a Σ-model. Since this is a
model over a frame, we automatically know it satisfies property f. Since the frame
is full, we know property q holds. (By the same argument, if primitive equality is
in the signature, we can ensure E (=α) is interpreted appropriately for each type
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α.) Clearly property b fails, so we have Mâf ∈ Mâf \ Mâfb. By Theorem 4.3(2),

Mâf 6|= EXTo.=.

In this model one can easily verify, if d := Eϕ(Do) and e := Eϕ(Eo), then the
values Eϕ(D ∧ E), Eϕ(D⇒ E), and Eϕ(D⇔ E) are given by the following tables:

e :
E (D ∧ E) a b c

d : a a a c

b a a c

c c c c

e :
E (D⇒ E) a b c

d : a a a c

b a a c

c a a a

e :
E (D⇔ E) a b c

d : a a a c

b a a c

c c c a

Note that one can properly model the woodchuck / groundhog example from [39]
referred to in the introduction inMâf.

Example 5.5 (Groundhogs and woodchucks). Let Mâf be given as above and
suppose woodchucké→o, groundhogé→o, johné , and philé are in the signature Σ. Let
E (phil) := 0 and E (john) := 1. Let E (woodchuck) be the function w ∈ Dé→o
with w(0) ≡ b and w(1) ≡ c. Let E (groundhog) be the function g ∈ Dé→o with
g(0) ≡ a and g(1) ≡ c. One can show that the sentence ∀Xé (woodchuckX ) ⇔
(groundhogX ) is valid. Also, E (woodchuckphil) ≡ b and E (groundhogphil) ≡ a,
so the propositions (woodchuck phil) and (groundhogphil) are valid. Next, sup-
pose believeé→o→o ∈ Σ and E (believe) is the (Curried) function bel ∈ Dé→o→o such
that bel(1)(b) ≡ b and bel(1)(a) ≡ bel(1)(c) ≡ bel(0)(a) ≡ bel(0)(b) ≡ bel(0)(c) ≡
c (Intuitively, John believes propositions with value b, but not those with value a or
c). So, believes john(woodchuck phil) is valid, while believes john(groundhogphil)
is not.

As we have seen, Boolean extensionality fails when one has more than two values
in Do. We can generalize the construction defining Do := {F} ∪ B , where B is
any set with T ∈ B and F /∈ B . The model will satisfy Boolean extensionality iff
B ≡ {T}. In this way, we can easily construct models for the case with property b

and the casewithout property b simultaneously. Wewill use this idea to parameterize
the remaining model constructions byB . These semantic constructions are similar
to those in multi-valued logics, which have been studied for higher-order logic
in [38]. In contrast to these logics where the logical connectives are adapted to talk
about multiple truth values, in our setting we are mainly interested in multiple truth
values as diverse õ-pre-images of T and F.

Example 5.6 (Failure of f and ç—Mâîb ∈ Mâîb \ Mâfb). We start by construct-
ing a non-functional applicative structure by attaching distinguishing labels to func-
tions without changing their applicative behavior. Let B be any set with T ∈ B
and F /∈ B . Let Do := {F} ∪B and Dé := {∗} with ∗ as singleton element. For
each function type α → â , let

Dα→â := { (i, f) | i ∈ {0, 1} and f : Dα −→ Dâ }.

Technically, we should write DB for D , but to ease the notation, we wait until
the model is defined to make its dependence on B explicit. We define application
by (i, f)@a := f(a) whenever (i, f) ∈ Dα→â and a ∈ Dα . It is easy to see that
(D ,@) is an applicative structure and is not functional. Consider, for example, the
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unique function u : Dé −→ Dé . For both (0, u), (1, u) ∈ Dé→é we have (i, u)@∗ ≡ ∗,
although (0, u) 6≡ (1, u).
We can define an evaluation function by induction on terms. We must be-
gin by interpreting the constants. For the logical constants, let E (¬) := (0, n)
where n(b) := F for every b ∈ B and n(F) := T. Let E (∨) := (0, d ) where
d (b) := (0, kT) for every b ∈ B , d (F) := (0, id ), kT is the constant T function and
id is the identity function from Do to Do. For each type α, let d (Πα) := (0, ðα)
where for each (i, f) ∈ Dα→o, ðα((i, f)) := T if f(a) ∈ B for all a ∈ Dα and
ðα(i, f) := F otherwise. For each type α, let qα := (0, qα) ∈ Dα→α→o where
qα(a) := (0, sa) and sa(b) := T if a ≡ b and sa(b) := F otherwise. If primitive
equality is present in the signature, let E (=α) := qα . Let E (w) ∈ Dα be arbitrary
for parameters w ∈ Σα .
For variables, we must define Eϕ(X ) := ϕ(X ). Similarly, for application, we
must define Eϕ(FA) := Eϕ(F)@Eϕ(A). For ë-abstractions, we have a choice. To
be definite, we choose Eϕ(ëXα Bâ) := (0, f) where f : Dα −→ Dâ is the function
such that f(a) ≡ Eϕ,[a/X ](B) for all a ∈ Dα .
With some work (which we omit), one can show that this E is an evaluation
function. Furthermore, taking õ to be the function such that õ(b) := T for ev-
ery b ∈ B and õ(F) := F, one can easily show that this is a valuation. Hence,
MB := (D ,@,E , õ) is a Σ-model.
The objects qα witness property q for MB (and also show that this is a model
with primitive equality, when primitive equality is in the signature). Note that the
objects (1, qα) also witness property q. So, in the non-functional case suchwitnesses
are not unique.
We have already noted that property f fails, since the applicative structure is
not functional. One may question whether properties ç or î hold. In fact, prop-
erty ç does not, as one may verify by computing, for example, E (ëFα→â F ) and
E (ëFα→âXα FX ) for types α and â . We have E (ëFα→â F ) ≡ (0, id ) where id is
the identity function from Dα→â to Dα→â . However, E (ëFα→âXα FX ) ≡ (0, p)
where p is the function from Dα→â to Dα→â such that p((i, f)) ≡ (0, f) for each
f : Dα −→ Dâ . Property î does hold.

8 The reason is that if Eϕ,[a/X ](M) ≡
Eϕ,[a/X ](N) for every a ∈ Dα , then Eϕ(ëXαM) ≡ (0, f) ≡ Eϕ(ëX N) where
f(a) ≡ Eϕ,[a/X ](M) ≡ Eϕ,[a/X ](N) for every a ∈ Dα .

Since MB is satisfies property q but not property f, by Theorem 4.3(1) we have

MB 6|= EXTα→â.
=

for some types α and â . (One can easily check that, in fact,

MB 6|= EXTα→â.
=

for all types α and â by considering the witnesses (0, f) and

(1, f) in Dα→â where f : Dα −→ Dâ is any function.)

If B ≡ {T}, then the model Mâîb :=M {T} satisfies property b. So, we know
Mâîb ∈ Mâîb \ Mâfb. On the other hand, if b is any value with b /∈ {T, F}, and

B ≡ {T, b}, then the model Mâî :=M {T,b} does not satisfy property b. In this
case, we knowMâî ∈ Mâî \ (Mâf ∪ Mâîb).

8This construction is an example of how one constructs models for the simply typed ë-calculus using
retractions. Such constructions will always yield models satisfying property î, but only yield models
satisfying property ç when each retraction is an isomorphism, in which case the applicative structure is
functional.
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Remark 5.7. LetMB be the Σ-model (D ,@,E , õ) constructed in Example 5.6.
We can define an alternative evaluation function E ′ by induction on terms. For
all w ∈ Σ, let E ′(w) := E (w). For variables, we define E ′ϕ(X ) := ϕ(X ). For

application, we must define E ′ϕ(FA) := E
′
ϕ(F)@E

′
ϕ(A). For ë-abstractions, we

chooseE ′ϕ(ëXα Bâ ) := (1, f) wheref : Dα −→ Dâ is the function such thatf(a) ≡

Eϕ,[a/X ](B) for all a ∈ Dα . We omit checking E ′ is an evaluation function, but the
verification is that same is checking E is an evaluation function. Notice that E and
E ′ agree on all constants (by definition). However, they are different evaluation
functions. For example,

E (ëXé X ) ≡ (0, id) 6≡ (1, id) ≡ E
′(ëXé X )

where id : Dé −→ Dé is the identity function.This example shows that evaluation
functions are not uniquely determinedby their values on constants in non-functional
models.

In Lemma 3.14, we have shown that âç-equality induces a functional congruence
if the Σα is infinite for all types α. As a result, with such signatures, the term

evaluation TE(Σ)
âç
is functional (cf. Lemma 3.36). As noted in Remark 3.15, if Σ

is finite, we cannot show that functionality holds. Nevertheless, even if Σ is finite,

the evaluation TE(Σ)
âç
interprets âç-convertible terms the same. We can use this

idea to construct non-functional models which satisfy property ç.

Example 5.8 (Failure of î—Instances ofMâ ,Mâç ,Mâb,Mâçb). Again, letB be
any set with T ∈ B and F /∈ B . Choose constants cé , co ∈ Σ and let Σ′ := {cé, co}.
By induction on types, we define C ′α ∈ cwffα(Σ

′)


y

âç
⊆ cwffα(Σ

′)


y

â
. At base types,

let C ′é := cé and C
′
o := co. At function types, let C

′
α→â := ëXα C

′
â . (Thus each C

′
α

is of the form ëX câ where â ∈ {é, o}.) In particular, cwffα(Σ′)


y

âç
and cwffα(Σ′)



y

â

are non-empty for each type α.
We can now inductively define a map ñ from wffα(Σ) to wffα(Σ′) which collapses
terms to the smaller signature. For variables, let ñ(X ) := X . For constantswα ∈ Σ
(including logical constants), let ñ(wα) := C ′α . For application and ë-abstraction,
we simply use ñ(FA) := ñ(F)ñ(A) and ñ(ëX A) := ëX ñ(A). By induction on
the formula A, one can show [ñ(B)/X ]ñ(A) ≡ ñ([B/X ]A) for any A ∈ wffα(Σ),
B ∈ wffâ(Σ) and Xâ . From this, one can show ñ(A)≡âçñ(B) whenever A≡âçB for
every A,B ∈ wffα(Σ). Note also that ñ(A′) ≡ A′ for every A′ ∈ wffα(Σ′).
We can construct a non-functional applicative structure using an indexing tech-
nique similar to Example 5.6. In this case, instead of indexing with i ∈ {0, 1}, we
use terms in cwffα(Σ′)↓∗ as indices. (Here A↓∗ means the â-normal form if ∗ ≡ â
and the âç-normal form if ∗ ≡ âç.) In essence, this index records some informa-
tion about the “implementation” of the function. Note that cwff é(Σ′)↓∗≡ {cé} and
cwffo(Σ

′)↓
∗
≡ {co}. LetDé := {(cé, 0)} andDo := {(co, F)}∪{(co, b) | b ∈ B}. For

function types, let Dα→â be the set of pairs (F
′
α→â , f), where F

′ ∈ cwffα→â(Σ
′)↓

∗

andf : Dα −→ Dâ is any function such thatf(A
′, a) ≡ ((F ′A′)↓

∗
, b) for some value

b. Application is defined as in Example 5.6: (F, f)@a := f(a). The construction
of this applicative structure closely follows Andrews’ õ-complexes in [1], except we
have a very restricted signature Σ′ which does not include logical constants.
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To show that each domain is non-empty, we construct a particular element cα ∈
Dα for each type α. (This element will also be used to interpret parameters.) Let
cé := (cé , 0), co := (co, F), and cα→â := (C ′α→â , k) where k : Dα −→ Dâ is the

constant function k(a) := câ for every a ∈ Dα . The fact that c
α→â ∈ Dα→â follows

from (C ′α→âA)↓∗≡ C
′
â .

One can see that the applicative structure is non-functional by noting (ëXé X,f)
and (ëXé cé , f) are distinct members ofDé→é , where f is the unique function taking
Dé into itself. However, (ëXé X,f)@cé ≡ cé ≡ (ëXé cé, f)@cé . In fact, once we
define the evaluation function, this same example will show that property î will fail.
Let õ : Do −→ {T, F} be õ((co , F)) := F and õ((co , b)) := T for each b ∈ B . This
will be the valuation function on the model.
We only sketch the definition of the evaluation function E and the proof that this
gives amodelM ∗,B := (D ,@,E , õ). We can define E by induction on terms. First,
we interpret parameters wα ∈ Σ by E (wα) := cα . For logical constants aα ∈ Σ, we
choose the first component of E (aα) to be C ′α and the second component to be an
appropriate function. We can define the witnesses qα in a similar way and use these
to interpret primitive equality, if it is present in the signature.
We are forced to let Eϕ(X ) := ϕ(X ) and Eϕ(FA) := Eϕ(F)@Eϕ(A). For the ë-
abstraction step, we choose Eϕ(ëXα Bâ) := ((ó(ñ(ëX B)))↓∗, f), where f : Dα −→
Dâ satisfies f(a) ≡ Eϕ,[a/X ](B) for all a ∈ Dα and ó is the substitution defined by
letting ó(Y ) be the first component of ϕ(Y ) for each Y ∈ free(ëX B). In order
to show E is well-defined, one shows the first component of Eϕ(A) is (ó(ñ(A)))↓∗
(where ó is the substitution for free(A) defined from the first components of the
values of ϕ) for every formula A.
The fact that E evaluates variables and application properly is immediate from
the definition. The fact that Eϕ(A) depends only the free variables in A follows by
an induction on the definition of E . To show E respects â-conversion if ∗ ≡ â and
âç-conversion if ∗ ≡ âç (so that the model will also satisfy property ç), one first
shows E respects a single â[ç]-reduction, then does an induction on the position of
the redex, and finally does an induction on the number of â[ç]-reductions.
Once these details are checked, we knowM ∗,B is amodel (with primitive equality,
if present) satisfying property q. We alreadyknow themodelwill not satisfy property
f since the applicative structure is not functional. We can also check that the
model will not satisfy property î by considering E (ëXé X ) and E (ëXé cé). We
know E (ëXé X ) 6≡ E (ëXé cé) since the first components ((ëXé X ) and (ëXé cé)) are
not equal. However, Dé has only one element, cé ≡ (cé , 0). So, we must have
Eϕ,[a/X ](X ) ≡ cé ≡ Eϕ,[a/X ](cé) for every a ∈ Dé . This shows property î fails.
If ∗ ≡ âç, then we have noted above that E respects âç-conversion. So, in
this case, the model satisfies property ç. If ∗ ≡ â , then we can easily check
E (ëFé→éXé FX ) 6≡ E (ëFé→é F ) since the first components will differ. So, in this
case, the model does not satisfy property ç.
As in Example 5.6, ifB ≡ {T}, thenMâb :=M â,{T} andMâçb :=M âç,{T} satisfy
property b. So, we knowMâb ∈ Mâb \ (Mâçb ∪ Mâîb) andM

âçb ∈ Mâçb \Mâfb. If

B ≡ {T, b} where b is any value with b /∈ {T, F}, then the models Mâ :=M â,{T,b}

andMâç :=M âç,{T,b} do not satisfy property b, soMâ ∈ Mâ \ (Mâç ∪Mâî ∪Mâb)
andMâç ∈ Mâç \ (Mâf ∪ Mâçb).
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In particular, the modelsMâç andMâçb show that respecting ç-conversion does
not guarantee strong functional extensionality.

Thus we have given (sketches of) concrete models that distinguish model classes
and shown that the inclusions between theM∗ model classes in Figure 1 are proper.

§6. Model existence. In this section we present the model existence theorems
for the different semantical notions introduced in Section 3. The model existence
theorems have the following form, where ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}:

Theorem (Model existence). For a given abstract consistency class ΓΣ ∈ Acc∗ (cf.
Definition 6.7) and a set Φ ∈ ΓΣ there is a Σ-modelM of Φ, such thatM ∈ M∗ (cf.
Definition 3.49).

The most important tools used in the proofs of the model existence theorems are
the so-called Σ-Hintikka sets. These sets allow computations that resemble those in
the considered semantical structures (e.g., Henkinmodels) and allowus to construct

appropriate valuations for the term evaluation TE(Σ)
â
defined in Definition 3.35.

The key step in the proof of the model existence theorems is an extension lemma,
which guarantees a Σ-Hintikka setH for any sufficiently Σ-pure set of sentences Φ
in ΓΣ.

6.1. Abstract consistency. Let us now review a few technicalities thatwe will need
for the proofs of the model existence theorems.

Definition 6.1 (Compactness). Let C be a class of sets.

(1) C is called closed under subsets if for any sets S and T , S ∈ C whenever
S ⊆ T and T ∈ C .

(2) C is called compact if for every set S we have S ∈ C iff every finite subset of
S is a member of C .

Lemma 6.2. If C is compact, then C is closed under subsets.

Proof. Suppose S ⊆ T and T ∈ C . Every finite subset A of S is a finite subset
of T , and since C is compact we know that A ∈ C . Thus S ∈ C . a

We will now introduce a technical side-condition that ensures that we always have
enough witness constants.

Definition 6.3 (Sufficiently Σ-pure). Let Σ be a signature and Φ be a set of Σ-
sentences. Φ is called sufficiently Σ-pure if for each type α there is a setPα ⊆ Σα of
parameters with equal cardinality to wffα(Σ), such that the elements of Pα do not
occur in the sentences of Φ.

This can be obtained in practice by enriching the signature with spurious param-
eters. Another way would be to use specially marked variables (which may never
be instantiated) as in [36]. Note that for any set to be sufficiently Σ-pure, Σα must
be infinite for each type α, since we have assumed that Vα ⊆ wff(Σ) are infinite.
Recall that in Remark 3.16we assumed every Σα has a common (infinite) cardinality
ℵs for every type α. (One could easily show that no set of Σ-sentences could be
sufficiently pure if, for example, Σé is countable while Σé→é is uncountable. In such a
case wffα(Σ) is uncountable for every type α so one could not satisfy the sufficient
purity condition at type é.)
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Notation 6.4. For reasons of legibility we will write S ∗ a for S ∪ {a}, where S
is a set. We will use this notation with the convention that ∗ associates to the left.

Definition 6.5 (Properties for abstract consistency classes). Let ΓΣ be a class of
sets of Σ-sentences. We define the following properties of ΓΣ, where Φ ∈ ΓΣ, α,
â ∈ T , A, B ∈ cwffo, F ∈ cwffα→o, and G , H , (ëXαM), (ëXα N) ∈ cwffα→â are
arbitrary.

∇c : If A is atomic, then A /∈ Φ or ¬A /∈ Φ.
∇¬: If ¬¬A ∈ Φ, then Φ ∗ A ∈ ΓΣ.
∇â : If A≡âB and A ∈ Φ, then Φ ∗ B ∈ ΓΣ.
∇ç : If A≡âçB and A ∈ Φ, then Φ ∗ B ∈ ΓΣ.
∇∨: If A ∨ B ∈ Φ, then Φ ∗ A ∈ ΓΣ or Φ ∗ B ∈ ΓΣ.
∇∧: If ¬(A ∨ B) ∈ Φ, then Φ ∗ ¬A ∗ ¬B ∈ ΓΣ.
∇∀: If ΠαF ∈ Φ, then Φ ∗ FW ∈ ΓΣ for eachW ∈ cwffα .
∇∃: If ¬Π

αF ∈ Φ, then Φ ∗ ¬(Fw) ∈ ΓΣ for any parameter wα ∈ Σα which does
not occur in any sentence of Φ.

∇b: If ¬(A
.
=
o
B) ∈ Φ, then Φ ∗ A ∗ ¬B ∈ ΓΣ or Φ ∗ ¬A ∗ B ∈ ΓΣ.

∇î : If ¬(ëXαM
.
=α→â ëXα N) ∈ Φ, then Φ ∗ ¬([w/X ]M

.
=â [w/X ]N) ∈ ΓΣ for

any parameter wα ∈ Σα which does not occur in any sentence of Φ.

∇f: If ¬(G
.
=α→â H) ∈ Φ, then Φ ∗ ¬(Gw

.
=â Hw) ∈ ΓΣ for any parameter

wα ∈ Σα which does not occur in any sentence of Φ.
∇sat : Either Φ ∗ A ∈ ΓΣ or Φ ∗ ¬A ∈ ΓΣ.

For the optional case of primitive equality, i.e., when =α∈ Σα→α→o for all types
α, we now add a set of further properties. While our first choice will be to combine
the∇r= property with∇

.
=
= , we will later show that other pair combinations from this

set are equivalent.

Definition 6.6 (Properties for abstract consistency classes). Suppose =α ∈
Σα→α→o for all types α. Let ΓΣ be a class of sets of Σ-sentences. We define for
Φ ∈ ΓΣ, A,B ∈ cwffα and F ∈ cwffo where F has a subterm of type α at position p:

∇r=: ¬(A =
α A) /∈ Φ.

∇s= : If F[A]p ∈ Φ and A =
α B ∈ Φ, then Φ ∗ F[B]p ∈ ΓΣ.9

∇
.
=
= : If A =

α B ∈ Φ, then Φ ∗ A
.
=
α
B ∈ ΓΣ.

∇=.
=
: If A

.
=α B ∈ Φ, then Φ ∗ A =α B ∈ ΓΣ.

∇
.
=−

=− : If ¬(A =α B) ∈ Φ, then Φ ∗ ¬(A
.
=
α
B) ∈ ΓΣ.

∇=
−

.
=− : If ¬(A

.
=
α
B) ∈ Φ, then Φ ∗ ¬(A =α B) ∈ ΓΣ.

Definition 6.7 (Abstract consistency classes). Let Σ be a signature and ΓΣ be a
class of sets of Σ-sentences that is closed under subsets. If ∇c ,∇¬,∇â ,∇∨,∇∧,∇∀
and ∇∃ are valid for ΓΣ, then ΓΣ is called an abstract consistency class for Σ-models.
Furthermore, when =α∈ Σα→α→o for all types α and the properties ∇r= and ∇

.
=
=

are valid then ΓΣ is called an abstract consistency class with primitive equality. In
the following we often simply use the phrase abstract consistency class to refer to
an abstract consistency class with or without primitive equality. We will denote

9Although this resembles Lemma 3.25 which required property î, it is far weaker sinceA and B must
be closed.
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the collection of abstract consistency classes (with primitive equality) by Accâ .
Similarly, we introduce the following collections of specialized abstract consistency
classes (with primitive equality): Accâç, Accâî , Accâf, Accâb, Accâçb, Accâîb, Accâfb,
where we indicate by indices which additional properties from {∇ç,∇î ,∇f,∇b} are
required.

Remark 6.8. If primitive equality is not in the signature, Accâ corresponds to
the abstract consistency property discussed by Andrews in [1]. The only (technical)
differences correspond to αâ-conversion. In [1], α-conversion is handled in the ∇â
rule using α-standardized forms. Also, we have defined the ∇â rule to work with
â-conversion instead of â-reduction. We prefer this stronger version of∇â over the
weaker option “If A ∈ Φ, then Φ ∗ A



y

â
∈ ΓΣ” since it helps to avoid the use of ∇sat

in several proofs below. (Note that ∇â follows from the weaker option and ∇sat .)
Furthermore, in practical applications, e.g., proving completeness of calculi, the
stronger property is typically as easy to validate as the weaker one. An analogous
argument applies to ∇ç.

Remark 6.9. While the work presented in this article is based on the choice of
the primitive logical connectives ¬,∨, and Πα (and possibly primitive equality), a
means to generalize the framework over the concrete choice of logical primitives
is provided by the uniform notation approach as, for instance, given in [22]. It is
clearly possible to achieve such a generalization for our framework as well. This
can be done in straightforward manner: ∇∧ becomes an α-property, ∇∨ becomes a
â-property,∇∀ becomes a ã-property, and∇∃ becomes a ä-property. Thus they will
have the following form:

α-case: If α ∈ Φ, then Φ ∗ α1 ∗ α2 ∈ ΓΣ.
â-case: If â ∈ Φ, then Φ ∗ â1 ∈ ΓΣ or Φ ∗ â2 ∈ ΓΣ.
ã-case: If ã ∈ Φ, then Φ ∗ ãW ∈ ΓΣ for eachW ∈ cwffα .
ä-case: If ä ∈ Φ, then Φ ∗ äw ∈ ΓΣ for any parameter wα ∈ Σ which does not occur

in any sentence of Φ.

We often refer to property ∇c as “atomic consistency”. The next lemma shows
that we also have the corresponding property for non-atoms.

Lemma 6.10 (Non-atomic consistency). Let ΓΣ be an abstract consistency class
and A ∈ cwffo(Σ), then for all Φ ∈ ΓΣ we have A /∈ Φ or ¬A /∈ Φ.

Proof following a similar argument in [1], Lemma 3.3.3. If for some Φ ∈ ΓΣ and
A ∈ cwffo(Σ) we have A ∈ Φ and ¬A ∈ Φ, then {A,¬A} ∈ ΓΣ since ΓΣ is closed
under subsets. Furthermore, using ∇â and closure under subsets we can assume
such an A is â-normal. We prove {A,¬A} /∈ ΓΣ for any â-normal A ∈ cwffo(Σ) by
induction on the number of logical constants in A.
IfA is atomic (which includes primitive equations), this follows immediately from

∇c . Suppose A ≡ ¬B for some B ∈ cwffo(Σ) and {¬B,¬¬B} ∈ ΓΣ. By ∇¬ and
closure under subsets, we have {¬B,B} ∈ ΓΣ, contradicting the induction hypothesis
for B. Suppose A ≡ B ∨ C for some B,C ∈ cwffo(Σ) and {B ∨ C ,¬(B ∨ C)} ∈ ΓΣ.
By∇∨,∇∧ and closure under subsets, we have either {B,¬B} ∈ ΓΣ or {C ,¬C} ∈ ΓΣ,
contradicting the induction hypotheses for B and C . Suppose A ≡ ΠαB for some
B ∈ cwffα→o(Σ) and {ΠαB,¬(ΠαB)} ∈ ΓΣ. Since Σα is assumed to be infinite (by
Remark 3.16), there is a parameter wα ∈ Σα which does not occur in A. Since
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w is a parameter, the sentence Bw clearly has one less logical constant than ΠαB.
However, we cannot directly apply the induction hypothesis as Bw may not be
â-normal. Since B is â-normal, the only way Bw can fail to be â-normal is if B
has the form ëXα C for some C ∈ wffo(Σ) where free(C) ⊆ {Xα}. In this case, it
is easy to show that the reduct [w/X ]C is â-normal and contains the same number
of logical constants as B. In either case, we can let N be the â-normal form of Bw
and apply the induction hypothesis to obtain {N ,¬N} /∈ ΓΣ. On the other hand,
∇∃, ∇∀, ∇â and closure under subsets implies {N ,¬N} ∈ ΓΣ, a contradiction. a

Remark 6.11. Note that for the connectives ∨ and Πα there is a positive and a
negative condition given in the definition above, namely∇∨/∇∧ for∨ and∇∀/∇∃ for

Πα . For
.
=o and

.
=α→â the situation is different since we need only conditions for

the negative cases. Positive counterparts can be inferred by expanding the Leibniz
definition of equality (cf. Lemma 6.12).

Lemma 6.12 (Leibniz equality). Let ΓΣ be an abstract consistency class. The fol-
lowing properties are valid for all Φ ∈ ΓΣ, A,B ∈ cwffo(Σ), C ∈ cwffα(Σ) and
F,G ∈ cwffα→â (Σ).

∇r.
=
: ¬(C

.
=α C) /∈ Φ.

∇→.
=
: If F

.
=
α→â

G ∈ Φ, then Φ ∗ FW
.
=
â
GW ∈ ΓΣ for any closedW ∈ cwffα(Σ).

∇o.
=
: If A

.
=o B ∈ Φ, then Φ ∗ A ∗ B ∈ ΓΣ or Φ ∗ ¬A ∗ ¬B ∈ ΓΣ.

Proof. To show∇r.
=
, assume¬(C

.
= C) ∈ Φ. By subset closure {¬(C

.
= C)} ∈ ΓΣ

and by ∇∃ with some parameter p which does not occur in C and ∇â we get
{¬(C

.
= C),¬(¬pC ∨pC)} ∈ ΓΣ. The contradiction follows by∇∧,∇¬ and∇c . So,

∇r.
=
holds.

To show∇→.
=
, suppose F

.
=
α→â

G ∈ Φ. By application of∇∀ with ëXα→â FW
.
=

XW and ∇â we have Φ ∗ (¬(FW
.
= FW) ∨ FW

.
= GW) ∈ ΓΣ. By ∇∨ and subset

closure we get Φ ∗ ¬(FW
.
= FW) ∈ ΓΣ or Φ ∗ FW

.
= GW ∈ ΓΣ. The latter proves

the assertion since the first option is ruled out by∇r.
=
(shown above).

To show ∇o.
=
, suppose A

.
=
o
B ∈ Φ. Applying ∇∀ with ëY Y we have Φ ∗

(ëPo→o ¬PA ∨ PB)(ëY Y ) ∈ ΓΣ. By ∇â and subset closure we get Φ ∗ ¬A ∨ B ∈
ΓΣ. Similarly, we further derive by ∇∀ with ëY ¬Y , ∇â , and subset closure that
Φ ∗ ¬A ∨ B ∗ ¬¬A ∨ ¬B ∈ ΓΣ. By applying ∇∨ twice and subset closure we get
the following four options: (i) Φ ∗ ¬A ∗ ¬¬A ∈ ΓΣ, (ii) Φ ∗ ¬A ∗ ¬B ∈ ΓΣ, (iii)
Φ ∗ B ∗ ¬¬A ∈ ΓΣ, or (iv) Φ ∗ B ∗ ¬B ∈ ΓΣ. Cases (i) and (iv) are ruled out by
non-atomic consistency. In case (iii) we furthermore get by ∇¬ and subset closure
that Φ ∗ B ∗ A ∈ ΓΣ. Thus, Φ ∗ ¬A ∗ ¬B ∈ ΓΣ or Φ ∗ B ∗ A ∈ ΓΣ. a

We could easily add respective properties for symmetry, transitivity, and congru-
ence to the previous lemma. They can be shown analogously, i.e., they also follow
from the properties of Leibniz equality.
In contrast to [1], we work with saturated abstract consistency classes in order
to simplify the proofs of the model existence theorems. For a discussion of the
consequences of this decision, see Section 8.2.

Definition 6.13 (Saturatedness). We call an abstract consistency class ΓΣ satu-
rated if it satisfies∇sat .
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Remark 6.14. Clearly, not all abstract consistency classes are saturated, since the
empty set is one that is not (cwffo(Σ) is certainly non-empty since∀Po P ∈ cwffo(Σ)).

Remark 6.15. The saturation condition ∇sat can be very difficult to verify in
practice. For example, showing that an abstract consistency class induced from a
sequent calculus (as in [1]) is saturated corresponds to showing cut-elimination (cf.
[12]). Since Andrews [1] did not use saturation, he could use his results to give a
model-theoretic proof of cut-elimination for a sequent calculus. We cannot use the
results of this article to obtain similar cut-elimination results.

We now investigate derived properties of primitive equality.

Lemma 6.16 (Primitive equality). LetΓΣ be an abstract consistency classwith prim-
itive equality, i.e., =α∈ Σα→α→o for all types α ∈ T , where ∇r= and ∇

.
=
= hold. Then

∇=.
=
and∇s= are valid. Furthermore,∇

.
=−

=− and∇=
−

.
=− are valid if ΓΣ is saturated.

Proof. To show∇=.
=
we derive from (A

.
=α B) ∈ Φ by ∇∀ with ëXα A =α X , ∇â ,

and subset closure that Φ ∗ ¬(A = A) ∨ A = B ∈ ΓΣ. By ∇∨ and subset closure we
get Φ ∗ ¬(A = A) ∈ ΓΣ or Φ ∗ A = B ∈ ΓΣ. The assertion follows from the latter
option since the former is ruled out by∇r=.

In order to show ∇s= let F[A]p ∈ Φ, we derive from A =α B ∈ Φ by ∇
.
=
= that

Φ ∗ (A
.
= B) ∈ ΓΣ. By ∇∀ with ëX F[X ]p (where X ∈ Vα does not occur bound in

F[A]p), ∇â , and subset closure we furthermore get that Φ ∗ (¬F[A]p ∨ F[B]p) ∈ ΓΣ.
Application of∇∨ and subset closure gives usΦ∗¬F[A]p ∈ ΓΣ orΦ∗F[B]p ∈ ΓΣ. The
assertion follows from the latter option since the former is ruled out by F[A]p ∈ Φ
and non-atomic consistency.

The straightforward proof for ∇=
−

.
=− employs saturation, ∇

.
=
= , and non-atomic

consistency. Similarly, the proof for ∇
.
=−

=− employs saturation, ∇=.= , and atomic
consistency. a

The next theorem provides some alternatives to our choice of ∇
.
=
= and ∇r= in

the definition of abstract consistency classes with primitive equality provided that
saturation holds. In practical applications the user may therefore choose the com-
bination that suits best.

Theorem 6.17 (Alternative properties for primitive equality). Let ΓΣ be an ab-
stract consistency class and let =α∈ Σα→α→o for all types α ∈ T . If ΓΣ is saturated
and validates one of the following combinations of properties, then it also validates∇

.
=
=

and∇r=. The combinations are:

(1) ∇s= and∇
r
=.

(2) ∇
.
=
= and∇

=.
=
.

(3) ∇
.
=−

=− and∇=
−

.
=− .

Proof. To prove (1) we only have to show ∇
.
=
= . Let (A = B) ∈ Φ and suppose

Φ ∗ (A
.
= B) /∈ ΓΣ. Then by saturation Φ ∗ ¬(A

.
= B) ∈ ΓΣ and by application of∇

s
=

we get a contradiction to ∇r.
=
(cf. Lemma 6.12).

To prove (2) we only have to show∇r=. Since Φ ∗ ¬(A
.
= A) /∈ ΓΣ by∇r.= we get by

saturation Φ ∗A
.
= A ∈ ΓΣ. By∇=.= and subset closure, we have Φ ∗A = A ∈ ΓΣ. By

atomic consistency, we have ¬(A = A) /∈ Φ.
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For (3) we first show ∇r=. Suppose ¬(A = A) ∈ Φ. Then by ∇
.
=−

=− we get

Φ ∗ ¬(A
.
= A) ∈ ΓΣ contradicting ∇r.=. To show ∇

.
=
= let A = B ∈ Φ and suppose

Φ ∗ A
.
= B /∈ ΓΣ. By saturation we get Φ ∗ ¬(A

.
= B) ∈ ΓΣ and by application of

∇=
−

.
=− we get a contradiction to atomic consistency. a

Lemma 6.18 (Compactness of abstract consistency classes). For eachabstract con-
sistency classΓΣ there exists a compact abstract consistency classΓ′Σ satisfying the same
∇∗ properties such that ΓΣ ⊆ Γ′Σ .

Proof (following and extending [6], Proposition 2506). We choose Γ′Σ := {Φ ⊆
cwffo | every finite subset of Φ is in ΓΣ }. Now suppose that Φ ∈ ΓΣ. ΓΣ is closed
under subsets, so every finite subset of Φ is in ΓΣ and thus Φ ∈ Γ′Σ . Hence ΓΣ ⊆ Γ

′
Σ .

Next let us show that Γ′Σ is compact. Suppose Φ ∈ Γ′Σ and Ψ is an arbitrary
finite subset of Φ. By definition of Γ′Σ all finite subsets of Φ are in ΓΣ and therefore
Ψ ∈ Γ′Σ . Thus all finite subsets of Φ are in Γ

′
Σ whenever Φ is in Γ

′
Σ . On the other

hand, suppose all finite subsets of Φ are in Γ′Σ . Then by the definition of Γ
′
Σ the finite

subsets of Φ are also in ΓΣ, so Φ ∈ Γ′Σ . Thus Γ
′
Σ is compact. Note that by Lemma 6.2

we have that Γ′Σ is closed under subsets.
Next we show that if ΓΣ satisfies∇∗, then Γ′Σ satisfies∇∗.

∇c : Let Φ ∈ Γ′Σ and suppose there is an atom A, such that {A,¬A} ⊆ Φ. {A,¬A}
is clearly a finite subset of Φ and hence {A,¬A} ∈ ΓΣ contradicting ∇c for ΓΣ.

∇¬: Let Φ ∈ Γ′Σ , ¬¬A ∈ Φ, Ψ be any finite subset of Φ ∗A, and Θ := (Ψ \ {A}) ∗
¬¬A. Θ is a finite subset of Φ, so Θ ∈ ΓΣ. Since ΓΣ is an abstract consistency
class and ¬¬A ∈ Θ, we get Θ ∗A ∈ ΓΣ by∇¬ for ΓΣ. We know that Ψ ⊆ Θ ∗A
and ΓΣ is closed under subsets, so Ψ ∈ ΓΣ. Thus every finite subset Ψ of Φ ∗A
is in ΓΣ and therefore by definition Φ ∗ A ∈ Γ′Σ .

∇â ,∇ç ,∇∨,∇∧,∇∀,∇∃: Analogous to∇¬.

∇î : Let Φ ∈ Γ′Σ , ¬(ëXαM
.
=
α→â

ëX N) ∈ Φ and Ψ be any finite subset of

Φ∗¬([w/X ]M
.
=
â
[w/X ]N), wherew ∈ Σα is a parameter thatdoes not occur

in any sentence ofΦ. We show thatΨ ∈ ΓΣ. ClearlyΘ := (Ψ\{¬([w/X ]M
.
=â

[w/X ]N)}) ∗ ¬(ëX M
.
=
α→â

ëX N) is a finite subset of Φ and therefore

Θ ∈ ΓΣ. Since ΓΣ satisfies ∇î and ¬(ëX M
.
=α→â ëX N) ∈ Θ, we have

Θ ∗ ¬([w/X ]M
.
=â [w/X ]N) ∈ ΓΣ. Furthermore, Ψ ⊆ Θ ∗ ¬([w/X ]M

.
=â

[w/X ]N) and ΓΣ is closed under subsets, so Ψ ∈ ΓΣ. Thus every finite subset

Ψ of Φ∗¬([w/X ]M
.
=â [w/X ]N) is in ΓΣ, and therefore by definition we have

Φ ∗ ¬([w/X ]M
.
=
α
[w/X ]N) ∈ Γ′Σ .

∇f: Analogous to∇î .
∇b: Let Φ ∈ Γ′Σ with ¬(A

.
= B) ∈ Φ. Assume Φ∗A∗¬B /∈ ΓΣ and Φ∗¬A∗B /∈ ΓΣ.

Then there exists finite subsets Φ1 and Φ2 of Φ, such that Φ1 ∗ A ∗ ¬B /∈ ΓΣ
and Φ2 ∗¬A ∗B /∈ ΓΣ. Now we choose Φ3 := Φ1 ∪Φ2 ∗¬(A

.
= B). Obviously

Φ3 is a finite subset of Φ and therefore Φ3 ∈ ΓΣ. Since ΓΣ satisfies∇b, we have
that Φ3 ∗ A ∗ ¬B ∈ ΓΣ or Φ3 ∗ ¬A ∗ B ∈ ΓΣ. From this and the fact that ΓΣ is
closed under subsets we get that Φ1 ∗A ∗ ¬B ∈ ΓΣ or Φ2 ∗ ¬A ∗ B ∈ ΓΣ, which
contradicts our assumption.

∇sat : Let Φ ∈ Γ′Σ . Assume neither Φ ∗ A nor Φ ∗ ¬A is in Γ′Σ . Then there are
finite subsets Φ1 and Φ2 of Φ, such that Φ1 ∗ A /∈ ΓΣ and Φ2 ∗ ¬A /∈ ΓΣ.
As Ψ := Φ1 ∪ Φ2 is a finite subset of Φ, we have Ψ ∈ ΓΣ. Furthermore,
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Ψ ∗A ∈ ΓΣ or Ψ ∗ ¬A ∈ ΓΣ because ΓΣ is saturated. ΓΣ is closed under subsets,
so Φ1 ∗ A ∈ ΓΣ or Φ2 ∗ ¬A ∈ ΓΣ. This is a contradiction, so we can conclude
that if Φ ∈ Γ′Σ , then Φ ∗ A ∈ Γ′Σ or Φ ∗ ¬A ∈ Γ′Σ .

In case primitive equality is present in the signature, we check the corresponding
properties.

∇r=: Let Φ ∈ Γ′Σ and assume ¬(A =
α A) ∈ Φ. {¬(A =α A)} is clearly a finite

subset of Φ and hence {¬(A =α A)} ∈ ΓΣ contradicting∇r= in ΓΣ.

∇
.
=
= ,∇

s
= ,∇

=.
=
,∇
.
=−

=− ,∇=
−

.
=− Analogous to ∇¬. a

6.2. Hintikka sets. Hintikka sets connect syntax with semantics as they provide
the basis for the model constructions in the model existence theorems. We have
defined eight different notions of abstract consistency classes by first defining prop-
erties ∇∗, then specifying which should hold in Acc∗. Similarly, we define Hintikka
sets by first defining the desired properties.

Definition 6.19 (Σ-Hintikka properties). LetH be a set of sentences. We define
the following properties which H may satisfy, where A,B ∈ cwff o, C ,D ∈ cwffα ,
F ∈ cwffα→o , and (ëXαM), (ëX N),G ,H ∈ cwffα→â :

~∇c : A /∈ H or ¬A /∈ H .
~∇¬: If ¬¬A ∈ H , then A ∈ H .
~∇â : If A ∈ H and A≡âB, then B ∈ H .
~∇ç : If A ∈ H and A≡âçB, then B ∈ H .
~∇∨: If A ∨ B ∈ H , then A ∈ H or B ∈ H .
~∇∧: If ¬(A ∨ B) ∈ H , then ¬A ∈ H and ¬B ∈ H .
~∇∀: If ΠαF ∈ H , then FW ∈ H for eachW ∈ cwffα .
~∇∃: If ¬Π

αF ∈ H , then there is a parameter wα ∈ Σα such that ¬(Fw) ∈ H .
~∇b: If ¬(A

.
=o B) ∈ H , then {A,¬B} ⊆ H or {¬A,B} ⊆ H .

~∇î : If ¬(ëXαM
.
=
α→â

ëX N) ∈ H , then there is a parameter wα ∈ Σα such that

¬([w/X ]M
.
=â [w/X ]N) ∈ H .

~∇f: If¬(G
.
=
α→â

H) ∈ H , then there is a parameterwα ∈ Σα such that¬(Gw
.
=
â

Hw) ∈ H .
~∇sat : Either A ∈ H or ¬A ∈ H .
~∇r=: ¬(C =

α C) /∈ H .
~∇
.
=
= : If C =

α D ∈ H , then C
.
=α D ∈ H .

Definition 6.20 (Σ-Hintikka set). A set H of sentences is called a Σ-Hintikka
set if it satisfies ~∇c , ~∇¬, ~∇â , ~∇∨, ~∇∧, ~∇∀ and ~∇∃. When primitive equality is present

in the signature and H is a Hintikka set satisfying ~∇r= and ~∇
.
=
= we call H a Σ-

Hintikka set with primitive equality. We define the following collections of Hin-
tikka sets (with primitive equality): Hintâ , Hintâç , Hintâî , Hintâf, Hintâb, Hintâçb,
Hintâîb, and Hintâfb, where we indicate by indices which additional properties from

{~∇ç, ~∇î , ~∇f, ~∇b} are required. If primitive equality is in the signature, we require
H ∈ Hint∗ to be a Hintikka set with primitive equality.

We will construct Hintikka sets as maximal elements of abstract consistency
classes. To obtain a Hintikka set, we must explicitly show the property ~∇∃ (and ~∇î
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or ~∇f whenappropriate). Thiswill ensure thatHintikka sets have enoughparameters
which act as witnesses.

Lemma 6.21 (Hintikka lemma). Let ΓΣ be an abstract consistency class in Acc∗.
Suppose a setH ∈ ΓΣ satisfies the following properties:

(1) H is subset-maximal in ΓΣ (i.e., for each sentenceD ∈ cwffo such thatH ∗D ∈
ΓΣ, we already have D ∈ H ).

(2) H satisfies ~∇∃.
(3) If ∗ ∈ {âî,âîb}, then ~∇î holds inH .

(4) If ∗ ∈ {âf,âfb}, then ~∇f holds inH .

Then,H ∈ Hint∗. Furthermore, if ΓΣ is saturated, thenH satisfies ~∇sat .

Proof. H satisfies ~∇∃ by assumption. Also, if ∗ ∈ {âî,âîb} (∗ ∈ {âf,âfb}), then

we have explicitly assumed H satisfies ~∇î (~∇f). The fact that H ∈ ΓΣ satisfies ~∇c
follows directly from non-atomic consistency (Lemma 6.10). Similarly, if primitive
equality is in the signature, then H satisfies ~∇r= since H ∈ ΓΣ and ΓΣ satisfies ∇r=.

Every other ~∇∗ property follows directly from the corresponding ∇∗ property and
maximality of H in ΓΣ. For example, to show ~∇¬, suppose ¬¬A ∈ H . By ∇¬,
we know H ∗ A ∈ ΓΣ. By maximality of H , we have A ∈ H . Checking ~∇â , ~∇ç
(if ∗ ∈ {âç,âçb}), ~∇∧, ~∇∀, and ~∇

.
=
= hold for H follows exactly this same pattern.

Checking ~∇∨, ~∇b (if ∗ ∈ {âb,âçb,âfb}) and ~∇sat (if ΓΣ is saturated) follows a

similar pattern, but with a simple case analysis. For example, to check ~∇sat , given
A ∈ cwffo(Σ), ∇sat implies H ∗ A ∈ ΓΣ or H ∗ ¬A ∈ ΓΣ. So, either A ∈ H or
¬A ∈ H . a

It is worth noting that the converse of ~∇
.
=
= also holds in Hintikka sets with

primitive equality.

Lemma 6.22. Suppose primitive equality is in the signature and H is a Hintikka
set with primitive equality. Then, we have the following property for every type α and
A,B ∈ cwffα(Σ):

∇
.
=
= : A =

α B ∈ H iff A
.
=
α
B ∈ H .

Proof. If A =α B ∈ H , then A
.
=
α
B ∈ H by ~∇

.
=
= . For the converse direction

assume that A
.
=α B ∈ H . From this we get by ~∇∀ with ëX A = X and ∇â that

¬(A = A) ∨ A = B ∈ H . Since¬(A = A) /∈ H by ~∇r=, ~∇∨ impliesA =
α B ∈ H . a

It is helpful to note the following properties of Leibniz equality in Hintikka sets.

Lemma 6.23. Suppose H is a Hintikka set. For any F,G ∈ cwffα→â(Σ) and
A,B,C ∈ cwffα(Σ) ( for types α and â), we have the following:
~∇r.
=
: ¬(A

.
=α A) /∈ H .

~∇tr.
=
: If A

.
=α B ∈ H and B

.
=α C ∈ H , then A

.
=α C ∈ H .

~∇→.
=
: If (F

.
=
α→â

G) ∈ H and (A
.
=
α
B) ∈ H , then (FA

.
=
â
GB) ∈ H .

Proof. To show ~∇r.
=
, suppose ¬(A

.
=
α
A) ∈ H . By ~∇∃ and ~∇â , there must be

some parameter qα→o such that ¬(¬qA ∨ qA) ∈ H . By ~∇∧, we have ¬¬qA ∈ H
and ¬qA ∈ H , contradicting ~∇c .
To show ~∇tr.

=
, suppose A

.
=α B ∈ H and B

.
=α C ∈ H . Let Qα→o be the

closed formula (ëXα A
.
=
α
X ). Applying ~∇∀ to B

.
=
α
C ∈ H and Q, we know
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¬(QB)∨QC ∈ H . By ~∇∨, we know¬(QB) ∈ H orQC ∈ H . If ¬(QB) ∈ H , then
¬(A

.
=
α
B) ∈ H by ~∇â , contradicting ~∇c . So, QC ∈ H and hence A

.
=
α
C ∈ H as

desired.
To show ~∇→.

=
, let P(α→â)→o be the closed formula (ëHα→â FA

.
=â HA), Applying

~∇∀ to (F
.
=α→â G) ∈ H and P, we have ¬(PF) ∨ PG ∈ H . By ~∇∨, we know

¬(PF) ∈ H or PG ∈ H . If ¬(PF) ∈ H , then ¬(FA
.
=â FA) ∈ H by ~∇â , which

contradicts ~∇r.
=
. So, we must have PG ∈ H and hence (FA

.
=â GA) ∈ H . LetQα→o

be the closed formula (ëXα FA
.
=
â
GX ). Applying ~∇∀ and ~∇∨ to (A

.
=
α
B) ∈ H ,

we know ¬(QA) ∈ H or QB ∈ H . If ¬(QA) ∈ H , then ¬(FA
.
=â GA) ∈ H by ~∇â ,

contradicting ~∇c . So, QB ∈ H and hence (FA
.
=
â
GB) ∈ H as desired. a

Whenever a Hintikka set satisfies ~∇sat , we can prove far more closure properties.
For example, we can prove converses of ~∇¬, ~∇â , ~∇∨, ~∇∧, ~∇∀, ~∇∃ and ~∇

.
=
= (when

primitive equality is in the signature). Also, if any of ~∇ç , ~∇b, ~∇î or ~∇f hold, we can

prove the corresponding converse. (We could call these properties
←

∇∗.) The proofs
of the stronger properties ∇¬ and∇∨ in Lemma 6.25 indicate how one would prove
any of these converse properties.

Definition 6.24 (Saturated set). We say a set of sentences H is saturated if it
satisfies ~∇sat .

ByLemma6.21, anyHintikka set constructed as amaximalmember of a saturated
abstract consistency class will be saturated. However, it is also possible for a
maximal member of an abstract consistency class ΓΣ to be saturated without ΓΣ
being saturated.

Lemma 6.25 (Saturated sets lemma). SupposeH is a saturatedHintikka set. Then
we have the following properties for every A,B ∈ cwff o(Σ), F ∈ cwffα→o(Σ), and
C ∈ cwffα(Σ) ( for any type α):

∇¬: ¬A ∈ H iff A /∈ H .
∇∨: (A ∨ B) ∈ H iff A ∈ H or B ∈ H .
∇∀: (ΠαF) ∈ H if and only if FD ∈ H for every D ∈ cwffα(Σ).

∇
â

∀ : (Π
αF) ∈ H iff (FD)



y

â
∈ H for every D ∈ cwffα(Σ)



y

â
.

∇r : (C
.
=
α
C) ∈ H .

Proof. If ¬A ∈ H , then A /∈ H by ~∇c . If A /∈ H , then ¬A ∈ H since H is
saturated. So, ∇¬ holds.
If (A ∨ B) ∈ H , then A ∈ H or B ∈ H by ~∇∨. We prove the converse by
contraposition. Suppose (A ∨ B) /∈ H . By saturation we have ¬(A ∨ B) ∈ H , and
by ~∇∧ we get ¬A ∈ H and ¬B ∈ H . So, by ~∇c , A /∈ H and B /∈ H . Thus, ∇∨
holds.
One direction of∇∀ is ~∇∀. For one direction of∇

â

∀ , note that if (Π
αF) ∈ H , then

for any D ∈ cwffα(Σ)


y

â
we have (FD)



y

â
∈ H by ~∇∀ and ~∇â .

Suppose (ΠαF) /∈ H . By saturation, ¬(ΠαF) ∈ H . By ~∇∃, there is a parameter
wα ∈ Σα such that ¬(Fw) ∈ H . By ~∇c , we know (Fw) /∈ H . This shows the other
direction of∇∀. Furthermore, by ~∇â we know ¬(Fw)



y

â
∈ H and so (Fw)



y

â
/∈ H .

Since w is â-normal, we also have the other direction of∇
â

∀ .
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Finally, ∇r follows directly from saturation and ~∇r.=. a

Lemma 6.26 (Saturated sets lemma for b). Suppose H ∈ Hint∗ where ∗ ∈ {âb,
âçb,âîb,âfb}. If H is saturated, then the following property holds for all A,B ∈
cwffo(Σ).

∇b: A
.
=
o
B ∈ H or A

.
=
o
¬B ∈ H .

Proof. Suppose (A
.
=o B) /∈ H and (A

.
=o ¬B) /∈ H . By saturation, ¬(A

.
=o

B) ∈ H and ¬(A
.
=o ¬B) ∈ H . By ~∇b, we must have {A,¬B} ⊆ H or {¬A,B} ⊆

H . We must also have {A,¬¬B} ⊆ H or {¬A,¬B} ⊆ H . Each of the four cases

leads to an immediate contradiction to ~∇c . a

Lemma 6.27 (Saturated sets lemma for ç). Suppose H ∈ Hint∗ where ∗ ∈ {âç,
âçb}. If H is saturated, then the following property holds for every type α and
A ∈ cwffα(Σ):

∇ç: (A
.
=α A↓âç) ∈ H .

Proof. If (A
.
= A↓âç) /∈ H , then by saturation ¬(A

.
= A↓âç) ∈ H . So, by ~∇ç we

have ¬(A↓âç
.
=
α
A↓âç) ∈ H . But this contradicts ~∇

r.
=
. a

Lemma 6.28 (Saturated sets lemma for î). Suppose H ∈ Hint∗ where ∗ ∈ {âî,
âîb}. If H is saturated, then the following properties hold for all α, â ∈ T and
(ëXαM), (ëX N) ∈ cwffα→â(Σ):

∇î : (ëX M
.
=
α→â

ëX N) ∈ H iff ([A/X ]M
.
=
â
[A/X ]N) ∈ H for every A ∈

cwffα(Σ).

∇
â

î : (ëX M
.
=α→â ëX N) ∈ H iff ([A/X ]M

.
=â [A/X ]N)



y

â
∈ H for every A ∈

cwffα(Σ)


y

â
.

Proof. Suppose (ëX M
.
=α→â ëX N) ∈ H and A ∈ cwffα(Σ). We can apply ~∇∀

and ~∇â using the closed formula (ëKα→â [A/X ]M
.
=
â
KA) to obtain

(¬([A/X ]M
.
=
â
[A/X ]M) ∨ [A/X ]M

.
=
â
[A/X ]N) ∈ H .

Since ¬([A/X ]M
.
=â [A/X ]M) /∈ H (by ~∇r.

=
), we know ([A/X ]M

.
=â [A/X ]N) ∈

H . This shows one direction of ∇î . By ~∇â we have ([A/X ]M
.
=â [A/X ]N)



y

â
∈ H .

Since this holds in particular for any A ∈ cwffα(Σ)


y

â
, this shows one direction of

∇
â

î .

Suppose (ëX M
.
=α→â ëX N) /∈ H . We show that there is a (â-normal) A ∈

cwffα(Σ) with [A/X ]M
.
=â [A/X ]N /∈ H . By saturation,¬(ëX M

.
=α→â ëX N) ∈

H . By ~∇î , there is a parameter wα ∈ Σα such that ¬([w/X ]M
.
=â [w/X ]N) ∈ H .

By ~∇c , [w/X ]M
.
=â [w/X ]N /∈ H . Choosing A := w we have the other direction

of∇î . Since w is â-normal and ([w/X ]M
.
=
â
[w/X ]N)



y

â
/∈ H (using ~∇â), we have

the other direction of∇
â

î . a

Lemma 6.29 (Saturated sets lemma for f). SupposeH ∈ Hint∗ where∗ ∈ {âf,âfb}.
If H is saturated, then the following property holds for any types α and â and
G ,H ∈ cwffα→â (Σ).

∇f: G
.
=
α→â

H ∈ H iff GA
.
=
â
HA ∈ H for every A ∈ cwffα(Σ).
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∇
â

f : G
.
=α→â H ∈ H iff (GA

.
=â HA)



y

â
∈ H for every A ∈ cwffα(Σ)



y

â
.

Proof. Suppose (G
.
=
α→â

H) ∈ H and A ∈ cwffα(Σ). Since (A
.
=
α
A) ∈ H by

∇r we have (GA
.
=
â
HA) ∈ H by ~∇→.

=
(cf. Lemma 6.23). This shows one direction

of ∇f. By ~∇â we have (GA
.
=
â
HA)



y

â
∈ H . Since this holds in particular for any

A ∈ cwffα(Σ)


y

â
, this shows one direction of ∇

â

f .

Suppose (G
.
=
α→â

H) /∈ H . By saturation, ¬(G
.
=
α→â

H) ∈ H . By ~∇f, there is

a parameter wα ∈ Σα such that ¬(Gw
.
=
â
Hw) ∈ H . By ~∇c , (Gw

.
=
â
Hw) /∈ H .

Choosing A := w we have the other direction of ∇f. Since w is â-normal and

(Gw
.
=â Hw)



y

â
/∈ H (using ~∇â ), we have the other direction of∇

â

f . a

In Lemma 3.24, we compared properties ç, î and f of models by showing f

is equivalent to ç plus î. Similarly, Theorem 6.31 compares ~∇ç , ~∇î , and ~∇f as

properties of Hintikka sets. Showing ~∇f implies ~∇ç requires saturation and must be
shown in several steps reflected by Lemma 6.30.

Lemma 6.30. Let H be a saturated Hintikka set satisfying ~∇f.

(1) For all F ∈ cwffα→â we have (ëXα FX )
.
=α→â F ∈ H .

(2) For all A,B ∈ cwffα(Σ), if A ç-reduces to B in one step, then A
.
=α B ∈ H .

(3) For all A ∈ cwffα(Σ), A
.
=
α
A↓âç ∈ H .

(4) For all A ∈ cwffo(Σ), if A ∈ H , then A↓âç ∈ H .

Proof. To show part (1), suppose (ëXα FX )
.
=
α→â

F /∈ H . By saturation,

¬((ëXα FX )
.
=α→â F) ∈ H . By ~∇f, there is a parameter wα such that

¬(((ëXα FX )w)
.
=â (Fw)) ∈ H .

By ~∇â , ¬((Fw)
.
=
â
(Fw)) ∈ H , which contradicts ~∇r.

=
(cf. Lemma 6.23).

We prove part (2) by induction on the position of the ç-redex in A. If A is the ç-
redex reduced to obtain B, then this follows from part (1). Suppose A ≡ (Fã→αCã)
and B ≡ (Gã→αC) where F ç-reduces to G in one step. By induction, we know

F
.
=ã→α G ∈ H . By ∇r , C

.
=ã C ∈ H . By ~∇→.

=
, we have (FC)

.
=α (GC) ∈ H as

desired. The case in which A ≡ (Fã→αCã) and B ≡ (FDã ) where C ç-reduces to D
in one step is analogous.
Suppose A ≡ (ëYâ Cã) and B ≡ (ëYâ Dã) where C ç-reduces to D in one

step. Let p be the position of the redex in C . Assume A
.
=â→ã B /∈ H . By

saturation, ¬(A
.
=
â→ã

B) ∈ H . By ~∇f, there is some parameter wâ such that

¬(Aw
.
=ã Bw) ∈ H . By ~∇â , we know ¬([w/Y ]C

.
=ã [w/Y ]D) ∈ H . Note that

[w/Y ]C ç-reduces to [w/Y ]D in one step by reducing the redex at position p in
[w/Y ]C . So, by the induction hypothesis, [w/Y ]C

.
=
ã
[w/Y ]D ∈ H , contradicting

~∇c .
Part (3) follows by induction on the number of âç-reductions from A to A↓âç . If

A is âç-normal, we have A
.
=α A ∈ H by ∇r . If A reduces to A↓âç in n + 1 steps,

then there is some Bα such that A reduces to B in one step and B reduces to A↓âç in

n steps. By induction, we have B
.
=α A↓âç ∈ H . If A â-reduces to B in one step,

then A
.
=
α
B ∈ H by∇r and ~∇â . If A ç-reduces to B in one step, then A

.
=
α
B ∈ H
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by part (2). Using ~∇tr.
=
, A
.
=α B ∈ H and B

.
=α A↓âç ∈ H imply A

.
=α A↓âç ∈ H

as desired.
Finally, to show part (4), suppose A ∈ H . By part (3), A

.
=
o
A↓âç ∈ H . By ~∇∀,

¬(ëXo X )A ∨ (ëXo X ) A↓âç ∈ H . By ~∇â and ~∇∨, we have ¬A ∈ H (contradicting
~∇c) or A↓âç ∈ H . Hence, A↓âç ∈ H . a

Theorem 6.31. LetH be a Hintikka set.

(1) IfH satisfies ~∇ç and ~∇î , thenH satisfies ~∇f.

(2) IfH satisfies ~∇f, thenH satisfies ~∇î .

(3) IfH is saturated and satisfies ~∇f, thenH satisfies ~∇ç .

Proof. Suppose H satisfies ~∇ç and ~∇î . Assume ¬(F
.
=α→â G) ∈ H . By ~∇ç,

¬((ëXα FX )
.
=
α→â

(ëX GX )) ∈ H . By ~∇î , there is a parameter wα such that

¬((Fw)
.
=
â
(Gw)) ∈ H . Thus, ~∇f holds.

Suppose H satisfies ~∇f and ¬(ëXαM
.
=
α→â

ëX N) ∈ H . By ~∇f, there is

a parameter wα such that ¬((ëXαM)w
.
=â (ëX N)w) ∈ H . By ~∇â , we have

¬([w/X ]M
.
=
â
[w/X ]N) ∈ H . Thus, ~∇î holds.

Suppose H is saturated and satisfies ~∇f. Assume A ∈ H , B ∈ cwffo(Σ), A≡âçB
and B /∈ H . By saturation, we know ¬B ∈ H . By Lemma 6.30(4), we know
A↓âç ∈ H and ¬ B↓âç ∈ H . Since A↓âç ≡ B↓âç, this contradicts ~∇c . a

6.3. Model existence theorems. We shall now present the proof of the abstract
extension lemma, which will nearly immediately yield themodel existence theorems.
For the proof we adapt the construction of Henkin’s completeness proof from [26,
27].

Lemma 6.32 (Abstract extension lemma). Let Σ be a signature, ΓΣ be a compact
abstract consistency class in Acc∗, where ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}, and let
Φ ∈ ΓΣ be sufficiently Σ-pure. Then there exists a Σ-Hintikka set H ∈ Hint∗, such
thatΦ ⊆ H . Furthermore, if ΓΣ is saturated, thenH is saturated.

Proof. In the following argument, note that α, â , and ã are types as usual, while
ä, å, ó and ô are ordinals.
By Remark 3.16, there is an infinite cardinal ℵs which is the cardinality of Σα for
each type α. This easily implies cwffα(Σ) is of cardinality ℵs for each type α. Let
å be the first ordinal of this cardinality. (In the countable case, å is ù.) Since the
cardinality of cwffo(Σ) is ℵs , we can use the well-ordering principle to enumerate
cwffo(Σ) as (Aä)ä<å .
Let α be a type. For each ä < å, let U äα be the set of constants of type α which
occur in a sentence in the set {Aó | ó ≤ ä }. Since ä < å, the set {Aó | ó ≤ ä }
has cardinality less than ℵs . Hence, U äα has cardinality less than ℵs . By sufficient
purity, we know there is a set of parameters Pα ⊆ Σα of cardinality ℵs such that
the parameters in Pα do not occur in the sentences of Φ. So, Pα \ U äα must have
cardinality ℵs for any ä < å. Using the axiom of choice, we can find a sequence
(wäα)ä<å where for each ä < å, w

ä
α ∈ Pα \ (U äα ∪ {wóα | ó < ä }). That is, for each

type α, we know wäα is a parameter of type α which does not occur in any sentence
in Φ ∪ {Aó | ó ≤ ä }. As a consequence, if wäα occurs in A

ó , then ä < ó. Also, we
have ensured that if wäα ≡ wóα , then ä ≡ ó for any ä, ó < å.
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The parameters wäα are intended to serve as witnesses. To ease the argument,
we define two sequences of witnessing sentences related to the sequence (Aä)ä<å .
For each ä < å, let Eä := ¬(Bwäα) if A

ä is of the form ¬(ΠαB), and let Eä := Aä

otherwise. If ∗ ∈ {âf,âfb} andAä is of the form¬(F
.
=
α→â

G), letXä := ¬(Fwäα
.
=
â

Gwäα). If ∗ ∈ {âî,âîb} and Aä is of the form ¬((ëXαM)
.
=
α→â

(ëX N)), let

Xä := ¬([wäα/X ]M
.
=â [wäα/X ]N). Otherwise, let X

ä := Aä . (Notice that any

sentence ¬(F
.
=α→â G) is also of the form ¬(ΠãB), where ã is (α → â) → o. So,

whenever Xä 6≡ Aä , we must also have Eä 6≡ Aä .)
We constructH by inductively constructing a transfinite sequence (H ä)ä<å such
thatH ä ∈ ΓΣ for each ä < å. Then the Σ-Hintikka set isH :=

⋃

ä<åH
ä . We define

H 0 := Φ. For limit ordinals ä, we defineH ä :=
⋃

ó<ä H
ó .

In the successor case, ifH ä ∗Aä ∈ ΓΣ, then we letH ä+1 := H ä ∗Aä ∗Eä ∗Xä . If
H ä ∗ Aä /∈ ΓΣ, we letH ä+1 := H ä .
We show by induction that for every ä < å, type α and parameter w ôα which
occurs in some sentence in H ä , we have ô < ä. The base case holds since no w ôα
occurs in any sentence in H 0 ≡ Φ. For any limit ordinal ä, if wôα occurs in some
sentence in H ä , then by definition of H ä , wôα already occurs in some sentence in
H ó for some ó < ä. So, ô < ó < ä.
For any successor ordinal ä +1, suppose wôα occurs in some sentence inH

ä+1. If
it already occurred in a sentence inH ä , then we have ô < ä < ä+1 by the inductive
assumption. So, we need only consider the case where w ôα occurs in a sentence in
H ä+1 \H ä . Note that (H ä+1 \H ä) ⊆ {Aä ,Eä ,Xä}. In any case, note that if ô is ä,
then we are done, since ä < ä + 1. If wôα is any parameter with ô 6≡ ä and occurs in
Eä or Xä , then it must also occur in Aä (by noting thatwôα 6≡ wäα and inspecting the
possible definitions of Eä and Xä), in which case ô < ä < ä + 1.
In particular, we now know wäα does not occur in any sentence of H

ä for any
ä < å and type α.
Next we show by induction that H ä ∈ ΓΣ for all ä < å. The base case holds by
the assumption that H 0 ≡ Φ ∈ ΓΣ. For any limit ordinal ä, assume H ó ∈ ΓΣ for
every ó < ä. We haveH ä ≡

⋃

ó<ä H
ó ∈ ΓΣ by compactness, since any finite subset

ofH ä is a subset ofH ó for some ó < ä.
For any successor ordinal ä + 1, we assume H ä ∈ ΓΣ. We have to show that
H ä+1 ∈ ΓΣ. This is trivial in caseH ä ∗Aä /∈ ΓΣ (for all abstract consistency classes)
since H ä+1 ≡ H ä . SupposeH ä ∗ Aä ∈ ΓΣ. We consider three sub-cases:

(i) If Eä ≡ Aä and Xä ≡ Aä , thenH ä ∗ Aä ∗ Eä ∗ Xä ∈ ΓΣ since H ä ∗ Aä ∈ ΓΣ.
(ii) If Eä 6≡ Aä and Xä ≡ Aä , then Aä is of the form ¬ΠαB and Eä ≡ ¬Bwäα .
We conclude that H ä ∗ Aä ∗ Eä ∈ ΓΣ by ∇∃ since wäα does not occur in A

ä

or any sentence of H ä . Since Xä ≡ Aä , this is the same as concluding
H ä ∗ Aä ∗ Eä ∗ Xä ∈ ΓΣ.

(iii) If Xä 6≡ Aä , then ∗ ∈ {âî,âf,âîb,âfb} (by the definition of X ä). H ä ∗ Aä ∗
Eä ∈ ΓΣ by ∇∃ since wä(α→â)→o does not occur in A

ä or any sentence in H ä .

Now,wäα (which is different fromw
ä
(α→â)→o

since it has a different type) does

not occur in any sentence inH ä ∗ Aä ∗ Eä . We haveH ä ∗ Aä ∗ Eä ∗ Xä ∈ H
by∇î (if ∗ ∈ {âî,âîb}) or by∇f (if ∗ ∈ {âf,âfb}).

Since ΓΣ is compact, we also haveH ∈ ΓΣ.
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Now we know that our inductively defined setH is indeed in ΓΣ and that Φ ⊆ H .
In order to apply Lemma 6.21, we must check H is maximal, satisfies ~∇∃, ~∇î (if

∗ ∈ {âî,âîb}), and ~∇f (if ∗ ∈ {âf,âfb}). It is immediate from the construction

that ~∇∃ holds since if ¬(ΠαF) ∈ H , then ¬(Fwäα) ∈ H where ä is the ordinal

such that Aä ≡ ¬(ΠαF). If ∗ ∈ {âî,âîb}, then we have ensured ~∇î holds since

¬([wäα/X ]M
.
=â [wäα/X ]N) ∈ H whenever ¬((ëXαM)

.
=α→â (ëX N)) ∈ H

where ä is the ordinal such that Aä ≡ ¬((ëXαM)
.
=α→â (ëX N)). Similarly, we

have ensured ~∇f holds when ∗ ∈ {âf,âfb} since ¬(Fwäα
.
=
â
Gwäα) ∈ H whenever

¬(F
.
=
α→â

G) ∈ H where ä is the ordinal such that Aä ≡ ¬(F
.
=
α→â

G).
It only remains to show thatH is maximal in ΓΣ. So, letA ∈ cwffo andH ∗A ∈ ΓΣ
be given. Note that A ≡ Aä for some ä < å. Since H is closed under subsets we
know that H ä ∗ Aä ∈ ΓΣ. By definition of H ä+1 we conclude that Aä ∈ H ä+1 and
hence A ∈ H .
So, Lemma 6.21 implies H ∈ Hint∗ andH is saturated if ΓΣ is saturated. a

We now use the Σ-Hintikka sets, guaranteed by Lemma 6.32, to construct a
Σ-valuation for the Σ-term evaluation that turns it into a model.

Theorem 6.33 (Model existence theorem for saturated sets). For all ∗ ∈ {â,âç,
âî,âf,âb,âçb,âîb,âfb} we have: IfH is a saturated Hintikka set in Hint∗ (cf. Defi-
nition 6.20), then there exists a modelM ∈ M∗ (cf. Definition 3.49) that satisfiesH .
Furthermore, each domainDα ofM has cardinality at most ℵs .

Proof. We start with the construction of a Σ-model MH1 for H based on the

term evaluation TE(Σ)
â
. This model may not be in the model classM∗ as it may

not satisfy property q. However, we will be able to use Theorem 3.62 to obtain a
model ofH which is.
Note that since H is saturated, by Lemma 6.25,H satisfies∇¬, ∇∨, and∇

â

∀ .

The domain of type α of the evaluation TE(Σ)
â
(cf. Definition 3.35 and

Lemma 3.36) is cwffα(Σ)


y

â
, which has cardinality ℵs . To constructMH1 , we simply

need to give a valuation function for this evaluation. This valuation function should
be a function õ : cwffo(Σ)



y

â
−→ {T, F}. We define

õ(A) :=

{

T if A ∈ H ,
F if A /∈ H .

To show õ is a valuation, we must check the logical constants are interpreted
appropriately. For each A ∈ cwffo(Σ)



y

â
, we have õ(¬A) ≡ T iff õ(A) ≡ F since

¬A ∈ H iff A /∈ H by ∇¬. For each A,B ∈ cwffo(Σ)


y

â
, we have õ(A ∨ B) ≡ T iff

õ(A) ≡ T or õ(B) ≡ T, since (A ∨ B) ∈ H iff A ∈ H or B ∈ H by ∇∨. Finally,

for each type α and F ∈ cwffα→o(Σ)


y

â
, ∇

â

∀ implies (Π
αF) ∈ H iff (FA)



y

â
∈ H

for every A ∈ cwffα(Σ)


y

â
. Thus, we have õ(ΠαF) ≡ T iff õ(F@âA) ≡ T for every

A ∈ cwffα(Σ)


y

â
.

This verifies MH1 := (cwff


y

â
,@â ,E â , õ) is a Σ-model. Clearly, MH1 |= H since

õ(A) ≡ T for every A ∈ H by definition.
By Theorem 3.62, we have a congruence relation

.
∼ on MH1 induced by Leibniz

equality. Note that by Lemma 3.61 in the term model MH1 , for every type α and
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every A,B ∈ cwffα(Σ)


y

â
, we have Aα

.
∼ Bα , iff õ(A

.
= B) ≡ T, iff (A

.
=α B) ∈ H .

Furthermore, if primitive equality is in the signature, thenH ∈ Hint∗ is a Hintikka

set with primitive equality. Hence,H satisfies∇
.
=
= by Lemma 6.22. We have A

.
∼ B,

iff (A
.
=α B) ∈ H , iff (by ∇

.
=
= ) (A =

α B) ∈ H , iff õ(E â(=α)@âA@âB) ≡ T.
Let M :=MH1 /.∼. Each domain of this model has cardinality at most ℵs as it
is the quotient of a set of cardinality ℵs . By Theorem 3.62, we know the quotient
model M models H , satisfies property q, and is a model with primitive equality
(if primitive equality is in the signature). Hence, M ∈ Mâ . Now, we can use
Lemma 3.58 to checkM ∈ M∗ by checking certain properties of

.
∼.

When ∗ ∈ {âb,âçb,âîb,âfb}, we must check that
.
∼ has only two equivalence

classes inD âo . To show this, first note that∇b holds forH by Lemma 6.26. Choose
any â-normal B ∈ H . By ~∇c , ¬B /∈ H . By ∇b, for every A ∈ cwffo(Σ)



y

â
either

(A
.
=o B) or (A

.
=o ¬B). That is, inMH1 , for every A ∈ cwffo(Σ)



y

â
we either have

A
.
∼ B or A

.
∼ ¬B. So, we knowM satisfies property b.

When ∗ ∈ {âç,âçb}, the fact that
.
∼ satisfies property ç follows from ∇ç which

holds forH by Lemma 6.27.
When ∗ ∈ {âî,âîb}, we must show that

.
∼ satisfies property î. Let M ,N ∈

wffâ(Σ), an assignment ϕ and a variable Xα be given. Suppose E
â
ϕ,[A/X ](M)

.
∼

E
â
ϕ,[A/X ](N) for every A ∈ cwffα(Σ)



y

â
. Let è be the substitution defined by

è(Y ) := ϕ(Y ) for each variable Y ∈ (free(M) ∪ free(N)) \ {X}. So, for each
A ∈ cwffα(Σ)



y

â
,

([A/X ]è(M))


y

â
≡ E âϕ,[A/X ](M)

.
∼ E âϕ,[A/X ](N) ≡ ([A/X ]è(N))



y

â
.

That is, ([A/X ]è(M)
.
=â [A/X ]è(N))



y

â
∈ H for every A ∈ cwffα(Σ)



y

â
. By ∇

â

î

(Lemma 6.28), we have ((ëX è(M))
.
=
α→â

ëX è(N))


y

â
∈ H . So,

E âϕ (ëX M) ≡ (ëX è(M))


y

â

.
∼ (ëX è(N))



y

â
≡ E âϕ (ëX N).

Thus,
.
∼ satisfies î as desired.

When ∗ ∈ {âf,âfb}, we must show
.
∼ is functional. Let α and â be types and

G ,H ∈ cwffα→â (Σ)


y

â
. We need to show G

.
∼ H iff (GA)



y

â

.
∼ (HA)



y

â
for every

A ∈ cwffα(Σ)


y

â
. This follows directly from ∇

â

f .

This verifies the fact thatM ∈ M∗ wheneverH ∈ Hint∗. a

Theorem 6.34 (Model existence theorem). Let ΓΣ be a saturated abstract con-
sistency class and let Φ ∈ ΓΣ be a sufficiently Σ-pure set of sentences. For all
∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb} we have: If ΓΣ is an Acc∗ (cf. Definition 6.7),
then there exists a modelM ∈ M∗ (cf. Definition 3.49) that satisfiesΦ. Furthermore,
each domain ofM has cardinality at most ℵs .

Proof. Let ΓΣ be an abstract consistency class. We can assume without loss of
generality (cf. Lemma 6.18) that ΓΣ is compact, so the preconditions of Lemma 6.32
are met. Therefore, there exists a saturated Hintikka set H ∈ Hint∗ with Φ ⊆ H .
The proof is completed by a simple appeal to the Theorem 6.33. a
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Theorem 6.35 (Model existence for Henkin models). Let ΓΣ be a saturated ab-
stract consistency class inAccâfb and letΦ ∈ ΓΣ be a sufficiently Σ-pure set of sentences.
Then there is a Henkin model (cf. Definition 3.50) that satisfiesΦ. Furthermore, each
domain of the model has cardinality at most ℵs .

Proof. By Theorem 6.34, there is a model M ∈ Mâfb with M |= Φ. By Theo-
rem 3.68, there is a Henkin model Mfr ∈ Mâfb isomorphic to M . By the isomor-
phism, we haveMfr |= Φ and that each domain ofMfr has the same cardinality as
the corresponding domain ofM . a

Remark 6.36. The model existence theorems show there are “enough” models
in each class M∗ to model sufficiently pure sets in saturated abstract consistency
classes in Acc∗. These results are abstract forms of completeness. To complete the
analysis, we can show abstract forms of soundness. One way to show this is to
define a class of sentences

Γ∗Σ := {Φ ⊆ cwffo | ∃M ∈ M∗M |= Φ }

for each ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb} and show Γ∗Σ is a (saturated) Acc∗. We
only sketch the proof here.
The fact that each Γ∗Σ satisfy∇c , ∇â , ∇¬, ∇∨, ∇∧, ∇∀, and∇sat is straightforward.
The proof that ∇∃ holds has the technical difficulty that one must modify the
evaluation of a parameter. Showing ∇b [∇ç] holds when considering models with
property b [ç] is also easy.

When showing∇f holds in Γ
âf
Σ [Γ

âfb
Σ ], one sees the importance of assuming prop-

erty q holds. Suppose Φ ∈ ΓâfΣ [Γ
âfb
Σ ] and ¬(F

.
=
α→â

G) ∈ Φ. Then there
is a model M ≡ (D ,@,E , õ) ∈ Mâf [Mâfb] such that M |= Φ. This implies

M |= ¬(F
.
=α→â G). Without using property q, it follows by Lemma 4.2(1) that

E (F) 6≡ E (G). By functionality, there is an a ∈ Dα such that E (F)@a 6≡ E (G)@a.
Let ϕ be any assignment intoM . Then Eϕ,[a/X ](FX ) 6≡ Eϕ,[a/X ](GX ). Now, using

property q, we can concludeMϕ,[a/X ] |= ¬((FX )
.
=
â
(GX )) by Lemma 4.2(2). Let

wα ∈ Σ be a parameter that does not occur in any sentence of Φ. With some
technical work which we omit, one can change the evaluation function to E ′ so that
E ′(A) ≡ E (A) for allA ∈ Φ, and E ′(w) ≡ a. In the newmodelM ′ ≡ (D ,@,E ′, õ),

we haveM ′ |= Φ andM ′ |= ¬(Fw
.
=
â
Gw). Also,M ′ ∈ Accâf [Accâfb]. This shows

Φ ∗ ¬(Fw
.
=â Gw) ∈ ΓâfΣ [Γ

âfb
Σ ]. The proof that∇î holds in Γ

âî
Σ [Γ

âîb
Σ ] is analogous.

We have now established a set of proof-theoretic conditions that are sufficient to
guarantee the existence of a model.

§7. Characterizing higher-order natural deduction calculi. In this sectionwe apply
the model existence theorems above to prove some classical higher-order calculi of
natural deduction sound and complete with respect to the model classes introduced
in Section 3. The first calculus for such a formulation of higher-order logic was a
Hilbert-style system introduced by Alonzo Church in [18]10. Leon Henkin proves
completeness (with respect to Henkin models) for a similar calculus with full exten-
sionality in [26]. Peter Andrews introduced a weaker calculus Tâ [1], which lacks all

10Church included functional extensionality axioms but only mentions the Boolean extensionality
axiom as an option.
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A ∈ Φ
NK(Hyp)

Φ `̀ A

A≡âB Φ `̀ A
NK(â)

Φ `̀ B

Φ ∗ A `̀ Fo
NK(¬I)

Φ `̀ ¬A

Φ `̀ ¬A Φ `̀ A
NK(¬E)

Φ `̀ C

Φ `̀ A
NK(∨IL)

Φ `̀ A ∨ B

Φ `̀ B
NK(∨IR)

Φ `̀ A ∨ B

Φ `̀ A ∨ B Φ ∗ A `̀ C Φ ∗ B `̀ C
NK(∨E)

Φ `̀ C

Φ `̀ Gwα w parameter not occurring in Φ or G
NK(ΠI)

w

Φ `̀ ΠαG

Φ `̀ ΠαG
NK(ΠE)

Φ `̀ GA

Φ ∗ ¬A `̀ Fo
NK(Contr)

Φ `̀ A

Figure 6. Inference rules forNKâ .

forms of extensionality. This calculus has been widely used as a syntactic measure
of completeness for machine-oriented calculi [1, 32, 33, 34, 42, 36, 37].
Instead of applying our methods to Hilbert-style calculi, we will use a collection
of natural deduction calculi to avoid the tedious details of proving a deduction
theorem and propositional completeness. Moreover, natural deduction calculi are
more relevant in practice. They form the logical basis for semi-automated theorem
proving systems such asHOL [25], Isabelle [46], or Ωmega [51].

Definition 7.1 (The calculi NK∗). The calculus NKâ consists of the inference
rules11 in Figure 6 for the provability judgment `̀ between sets of sentences Φ and
sentences A. (We write `̀ A for ∅ `̀ A.) The rule NK(â) incorporates â-equality
into `̀ . The others characterize the semantics of the connectives and quantifiers.
For ∗ ∈ {âç,âî,âf,âb,âçb,âîb,âfb} we obtain the calculus NK∗ by adding the
rules shown in Figure 7 when specified in ∗.

Remark 7.2. It is worth noting that there is a derivation of `̀ To (i.e., `̀ ∀P0
P ∨ ¬P) which only uses the rules in Figure 6. Let p be a parameter of type o. A
derivation of ¬(p ∨ ¬p) `̀ (p ∨ ¬p) is shown in Figure 8. Using NK(Hyp) and

11Recall that Fo is defined to be¬(∀Po (P∨¬P)) andM 6|= Fo for each Σ-modelM (cf. Lemma 3.43).
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A≡âçB Φ `̀ A
NK(ç)

Φ `̀ B

Φ `̀ ∀XαM
.
=
â
N

NK(î)
Φ `̀ (ëXαM)

.
=α→â (ëXα N)

Φ `̀ ∀Xα GX
.
=â HX

NK(f)
Φ `̀ G

.
=
α→â

H

Φ ∗ A `̀ B Φ ∗ B `̀ A
NK(b)

Φ `̀ A
.
=o B

Figure 7. Extensional inference rules.

NK(Hyp)
¬(p ∨ ¬p), p `̀ ¬(p ∨ ¬p)

NK(Hyp)
¬(p ∨ ¬p), p `̀ p

NK(∨IL)
¬(p ∨ ¬p), p `̀ (p ∨ ¬p)

NK(¬E)
¬(p ∨ ¬p), p `̀ Fo

NK(¬I)
¬(p ∨ ¬p) `̀ ¬p

NK(∨IR)
¬(p ∨ ¬p) `̀ (p ∨ ¬p)

Figure 8. Derivation of ¬(p ∨ ¬p) `̀ (p ∨ ¬p).

NK(¬E), we obtain ¬(p ∨ ¬p) `̀ Fo. So, we can conclude `̀ (p ∨ ¬p) using
NK(Contr). Finally, we obtain a derivation of `̀ To usingNK(ΠI)

p
. Hence, `̀ To

is derivable in each calculus NK∗ where ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}. Also,
we can apply the rule NK(ΠE) to the end of this derivation with any sentence A to
derive `̀ (A ∨ ¬A).

Note that NKâ and NKâfb correspond to the extremes of the model classes dis-
cussed in Section 3 (cf. Figure 1 in the introduction). Standardmodels do not admit
(recursively axiomatizable) calculi that are sound and complete, NKâfb is complete
for Henkin models, andNKâ is complete forMâ . We will now show soundness and
completeness of each NK∗ with respect to each corresponding model classM∗ by
using the model existence theorems in Section 6.

Theorem 7.3 (Soundness). NK∗ is sound for M∗ for ∗ ∈ {â,âç,âî,âf,âb,âçb,
âîb,âfb}. That is, if Φ `̀NK∗

C is derivable, then M |= C for all models M ≡
(D ,@,E , õ) inM∗ such thatM |= Φ.

Proof. This can be shown by a simple induction on the derivation of Φ `̀NK∗
C .

We distinguish based on the last rule of the derivation. The only base case is
NK(Hyp), which is trivial sinceM |= C wheneverM |= Φ and C ∈ Φ.
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NK(â): Suppose Φ `̀ C follows from Φ `̀ A and A≡âC . Let M ∈ M∗ be a
model of Φ. By induction, we know M |= A and so M |= C using
Remark 3.19.

NK(Contr): SupposeM ∈ M∗,M |= Φ and Φ `̀ C follows from Φ ∗ ¬C `̀ Fo. By
Lemma 3.43,M 6|= Fo. So, we must haveM 6|= ¬C . Hence,M |= C .

NK(¬I): Analogous to NK(Contr).
NK(¬E): Suppose Φ `̀ C follows from Φ `̀ ¬A and Φ `̀ A. By induction, any

model inM∗ of Φ would have to model both A and ¬A. So, there is
no such model of Φ and we are done.

NK(∨IL): Suppose M ∈ M∗, M |= Φ, C is (A ∨ B) and Φ `̀ C follows from
Φ `̀ A. By induction,M |= A and soM |= (A ∨ B).

NK(∨IR): Analogous to NK(∨IL).
NK(∨E): Suppose Φ `̀ C follows from Φ `̀ (A∨B), Φ ∗A `̀ C and Φ ∗B `̀ C .

LetM ∈ M∗ be a model of Φ. By induction,M |= A ∨ B. IfM |= A,
then by induction M |= C since Φ ∗ A `̀ C . If M |= B, then by
inductionM |= C since Φ ∗ B `̀ C . In either case, Φ `̀ C .

NK(ΠI): Suppose C is (ΠαG) and Φ `̀ (ΠαG) follows from Φ `̀ Gw where
wα is a parameter which does not occur in any sentence of Φ or in G .
Let M ≡ (D ,@,E , õ) ∈ M∗ be a model of Φ. Assume M 6|= ΠαG .
Then there must be some a ∈ Dα such that õ(E (G)@a) ≡ F. From
the evaluation function E , one can define another evaluation function
E ′ such that E ′(w) ≡ a and E ′ϕ(Aα) ≡ Eϕ(Aα) if w does not occur in

A. Let M ′ := (D ,@,E ′, õ). One can check M ′ ∈ M∗ using the fact
thatM ∈ M∗. SinceM ′ |= Φ, by induction we haveM ′ |= Gw. This
contradicts õ(E ′(G)@a) ≡ õ(E (G)@a) ≡ F. Thus,M |= ΠαG .

NK(ΠE): Suppose C is (GA) and Φ `̀ C follows from Φ `̀ (ΠαG). Let M ≡
(D ,@,E , õ) ∈ M∗ be a model of Φ. By induction, M |= (ΠαG) and
thus õ(E (G))@a ≡ T for every a ∈ Dα . In particular,M |= GA.

We now check soundness of the rules in Figure 7 with respect to their model classes:

NK(ç): Analogous to NK(â) using property ç.

NK(î): Suppose C is (ëXαM)
.
=
α→â

(ëXα N) and Φ `̀ C follows from Φ `̀

∀XαM
.
=â N . Let M ≡ (D ,@,E , õ) ∈ M∗ be a model of Φ. By

induction, we have M |= ∀XαM
.
=
â
N . So, for any assignment ϕ

and a ∈ Dα , M |=ϕ,[a/X ] M
.
=â N . Note that property q holds in M

sinceM ∈ M∗ (cf. Definition 3.49). By Lemma 4.2(2), Eϕ,[a/X ](M) ≡
Eϕ,[a/X ](N). By property î, Eϕ(ëXαM) ≡ Eϕ(ëXα N) and thusM |=
C by Lemma 4.2(1).

NK(f): SupposeC isG
.
=α→â H andΦ `̀ C follows fromΦ `̀ ∀Xα GX

.
=â HX .

Let M ∈ M∗ be a model of Φ. By induction, we know M |=

∀Xα GX
.
=â HX . Note that property q holds for M since M ∈ M∗.

By Theorem 4.3(3), we must haveM |= (G
.
=
α→â

H).
NK(b) SupposeC isA

.
=o B andΦ `̀ C follows fromΦ∗A `̀ B andΦ∗B `̀ A.

LetM ≡ (D ,@,E , õ) ∈ M∗ be a model of Φ. IfM |= A, thenM |= B
by induction. IfM |= B, thenM |= A by induction. These facts imply
õ(E (A)) ≡ õ(E (B)). By Lemma 3.48, we have M |= (A ⇔ B). By
Theorem 4.3(4), we must haveM |= (A

.
=
o
B). a
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Definition 7.4 (NK∗-consistent). A set of sentences Φ is NK∗-inconsistent if
Φ `̀NK∗

Fo, andNK∗-consistent otherwise.

Now, we use the model existence theorems for HOL to give short and elegant
proofs of completeness forNK∗.

Lemma 7.5. The class Γ∗Σ := {Φ ⊆ cwffo | Φ is NK∗-consistent} is a saturated
Acc∗.

Proof. Obviously Γ∗Σ is closed under subsets, since any subset of an NK∗-
consistent set is NK∗-consistent. We now check the remaining conditions. We
prove all the properties by proving their contrapositive.

∇c : Suppose A,¬A ∈ Φ. We have Φ `̀ Fo byNK(Hyp) andNK(¬E).
∇â : Let A ∈ Φ, A≡âB and Φ ∗ B be NK∗-inconsistent. That is, Φ ∗ B `̀ Fo. By

NK(¬I), we know Φ `̀ ¬B. Since A ∈ Φ, we know Φ `̀ B by NK(Hyp) and
NK(â). Using NK(¬E), we know Φ `̀ Fo and hence Φ is NK∗-inconsistent.

∇¬: Suppose ¬¬A ∈ Φ and Φ ∗ A is NK∗-inconsistent. From Φ ∗ A `̀ Fo and
NK(¬I), we have Φ `̀ ¬A. Since ¬¬A ∈ Φ, we can apply NK(Hyp) and
NK(¬E) to obtain Φ `̀ Fo.

∇∨: Suppose (A ∨ B) ∈ Φ and both Φ ∗ A and Φ ∗ B are NK∗-inconsistent. By
NK(Hyp) andNK(∨E), we have Φ `̀ Fo.

∇∧: Suppose ¬(A ∨ B) ∈ Φ and Φ ∗ ¬A ∗ ¬B is NK∗-inconsistent. By NK(Contr)
and NK(∨IR), we have Φ,¬A `̀ A ∨ B. Using NK(¬E) with ¬(A ∨ B) ∈ Φ,
we have Φ,¬A `̀ Fo. ByNK(Contr) andNK(∨IL), we have Φ `̀ A∨B. Using
NK(¬E) with ¬(A ∨ B) ∈ Φ, Φ is NK∗-inconsistent.

∇∀: Suppose (ΠαG) ∈ Φ and Φ ∗ (GA) is NK∗-inconsistent. By NK(¬I), Φ `̀
¬(GA). By NK(Hyp) and NK(ΠE), Φ `̀ GA. Finally, NK(¬E) implies
Φ `̀ Fo.

∇∃: Suppose ¬(ΠαG) ∈ Φ, wα is a parameter which does not occur in Φ, and
Φ ∗ ¬(Gw) is NK∗-inconsistent. By NK(Contr), Φ `̀ Gw. By NK(ΠI)

w
,

Φ `̀ (ΠαG). Using NK(¬E) with ¬(ΠαG) ∈ Φ, Φ is NK∗-inconsistent.
∇sat : LetΦ∗A andΦ∗¬AbeNK∗-inconsistent. We show thatΦ isNK∗-inconsistent.

UsingNK(¬I), we knowΦ `̀ ¬A andΦ `̀ ¬¬A. ByNK(¬E), we haveΦ `̀ Fo.

Thus we have shown that ΓâΣ is saturated and in Accâ . Now let us check the
conditions for the additional properties ç, î, f, and b.

∇ç : If ∗ includes ç, then the proof proceeds as in∇â above, but with the ruleNK(ç).

∇î : Suppose ∗ includes î, ¬(ëX M
.
=α→â ëX N) ∈ Φ, and Φ ∗ ¬([w/X ]M

.
=â

[w/X ]N) isNK∗-inconsistent for some parameterwα which does not occur in

any sentence of Φ. By NK(Contr), we have Φ `̀ ([w/X ]M
.
=â [w/X ]N). By

NK(â), we have Φ `̀ ((ëX M
.
=
â
N)w). By NK(ΠI), Φ `̀ (∀X M

.
=
â
N).

ByNK(î), Φ `̀ (ëX M
.
=α→â ëX N). By NK(¬E), Φ is NK∗-inconsistent.

∇f: This case is analogous to the previous one, generalizing ëX M
.
= ëX N to

arbitrary G
.
= H and using the extensionality rule NK(f) instead of NK(î).

∇b: Suppose ∗ includes b. Assume that ¬(A
.
=o B) ∈ Φ but both Φ ∗¬A ∗B /∈ Γ∗Σ

and Φ ∗ A ∗ ¬B /∈ Γ∗Σ . So both are NK∗-inconsistent and we have Φ ∗ A `̀ B
and Φ ∗ B `̀ A by NK(Contr). By NK(b), we have Φ `̀ (A

.
=o B). Since

¬(A
.
=
o
B) ∈ Φ, Φ is NK∗-inconsistent. a
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Theorem 7.6 (Henkin’s theorem forNK∗). Let ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,
âfb}. Every sufficiently Σ-pureNK∗-consistent set of sentences has anM∗-model.

Proof. Let Φ be a sufficiently Σ-pure NK∗-consistent set of sentences. By The-
orem 7.5 we know that the class of sets of NK∗-consistent sentences constitute a
saturated Acc∗, thus the Model Existence Theorem (Theorem 6.34) guarantees an
M∗ model for Φ. a

Corollary 7.7 (Completeness theorem forNK∗). Let Φ be a sufficiently Σ-pure
set of sentences, A be a sentence, and ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}. If A is
valid in all modelsM ∈ M∗ that satisfyΦ, then Φ `̀NK∗

A.

Proof. Let A be given such that A is valid in allM∗ models that satisfy Φ. So,
Φ ∗ ¬A is unsatisfiable in M∗. Since only finitely many constants occur in ¬A,
Φ ∗ ¬A is sufficiently Σ-pure. So, Φ ∗ ¬A must be NK∗-inconsistent by Henkin’s
theorem above. Thus, Φ `̀NK∗

A by NK(Contr). a

Finally we can use the completeness theorems obtained so far to prove a com-
pactness theorem for our semantics.

Corollary 7.8 (Compactness theorem forNK∗). Let Φ be a sufficiently Σ-pure
set of sentences and ∗ ∈ {â,âç,âî,âf,âb,âçb,âîb,âfb}. Φ has an M∗-model iff
every finite subset of Φ has anM∗-model.

Proof. If Φ has noM∗-model, then by Theorem 7.6Φ isNK∗-inconsistent. Since
everyNK∗-proof is finite, this means some finite subset Ψ of Φ isNK∗-inconsistent.
Hence, Ψ has noM∗-model. a

Remark 7.9 (Calculi with primitive equality). If primitive equality is included in
the signature, a simple way of extending the calculi NK∗ in a sound and complete
way is to include the rules NK(=r) and NK(=l) in Figure 9. These rules are clearly
sound for models with primitive equality. One can argue completeness by showing
Γ∗Σ := {Φ ⊆ wffo(Σ) | Φ is NK∗-consistent} is a saturated Acc∗ with primitive
equality. By Lemma 7.5, we already know Γ∗Σ is a saturated Acc∗. To show the
conditions for primitive equality, one can show Γ∗Σ satisfies ∇

r
= using NK(=r) and

∇
.
=
= usingNK(=l).

NK(=r)
Φ `̀ A =α A

Φ `̀ C =α D
NK(=l)

Φ `̀ C
.
=α D

Figure 9. Primitive equality in NK∗.

§8. Conclusion. In this article, we have given an overview of the landscape of
semantics for classical higher-order logics. We have differentiated nine different
possible notions and have tied the discerning properties to conditions of corre-
sponding abstract consistency classes. The practical relevance of these notions has
been illustrated by pointing to application scenarios within mathematics, program-
ming languages, and computational linguistics.
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Our model existence theorems are strong proof tools connecting syntax and
semantics. A standard application is in completeness analysis of higher-order
calculi. A calculus C is shown to be complete for a model class M∗ by showing
that the class of C -consistent or C -irrefutable sets of sentences is in Acc∗. Then
completeness follows from the model existence results. We have given an example
of this by showing completeness for natural deduction calculi in Section 7.

8.1. Applications and related work. The generalized model classesM∗ havemany
possible applications. An example is higher-order logic programming [45] where
the denotational semantics of programs can induce non-standard meanings for
the classical connectives. For instance, given an SLD-like search strategy as in
ë-PROLOG [43], conjunction is not commutative any more. Therefore, various au-
thors have proposed model-theoretic semantics where property b fails. David Wol-
fram, for instance, uses Andrews’ õ-complexes [58] as a semantics for ë-PROLOG
and Gopalan Nadathur uses “labeled structures” for the same purpose in [45].
Mary DeMarco [20] also develops a model theory for intuitionistic type theory
and ë-prolog in which property b may fail (James Lipton and Mary DeMarco are
continuing this work). Till Mossakowski and Lutz Schröder have been studying
non-functional Henkin models for a partial ë-calculus in the context of the Has-
Casl specification language [48, 49]. It is plausible to assume that the results of this
article will be useful for further development in this direction. Further relevance
of model-theoretic semantics where property q fails, however, is not sufficiently
investigated yet, but seems a promising line of research.
The article also provides a basis for the investigation of hyper-intensional seman-
tics of natural languages. In fact early versions of this article have already influenced
the work of Lappin and Pollard [40]. Hyper-intensional semantics provide theories
for logics where Boolean extensionality (and thus the substitutability of equivalents)
can fail. Linguistically motivated theories like the ones presented in [56, 17, 41, 40]
introduce intensional (non-standard) variants of the connectives and quantifiers
acting on a generalized domain of truth values. Interestingly, only [41] and [40]
present formal model-theoretic semantics. The model construction in [41] strongly
resembles Peter Andrew’s õ-complexes (semantic objects are paired with syntactic
representations; in this case linguistic parse trees). In [40], Do is taken to be a
pre-Boolean algebra, and possible worlds are associated with ultrafilters. A direct
comparison is aggravated by the fact that Lappin and Pollard’s work is situated in a
Montague-style intensional (i.e., modal) context. A generalization of our work by
techniques from [23] seems the way to go here.

8.2. Relaxing the saturation assumption. Unfortunately, the model existence the-
orems presented in this article do not support completeness proofs for most higher-
order machine-oriented calculi, such as higher-order resolution [33, 13], higher-
order paramodulation [11], or tableau-based calculi [5, 37]. This is because we had
to assume saturation of abstract consistency classes to prove the model existence
theorems. The problem is that machine oriented calculi are typically, in some sense,
cut-free. This makes saturation very difficult to show.
For the same reason the results of this article also do not apply to another
prominent application of model existence theorems: relatively simple (but non-
constructive) cut-elimination theorems. In [1] Peter Andrews applies his “Unifying
Principle” to cut-elimination in a cut-free non-extensional sequent calculus, by
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proving the calculus complete (relative to Tâ). He concludes that cut-elimination
is valid for this calculus. Again, the saturation condition prevents us from obtain-
ing variants of the extensional cut-elimination theorems in [54, 55] by Andrews’
approach using our model existence theorem for Henkin models. In fact one can
prove (cf. [12]) that the problem of showing that an abstract consistency class can
be extended to a saturated one is equivalent to showing cut elimination for certain
sequent or resolution calculi.
To account for the saturation problem we have additionally investigated model
existence for the model classes presented in this article using an extension of Peter
Andrews’ õ-complexes (cf. [12]). The model construction in this technique requires
an abstract consistency class to satisfy certain acceptability conditions which are
much weaker than saturation. (For example, the acceptability conditions can be
shown to hold for abstract consistency classes obtained from certain cut-free sequent
calculi.) Because this technique is muchmore complex and subtle than the relatively
simple quotients of term evaluations used in this article, we did not include the
extended results here. The unsaturated model existence theorems imply that every
acceptable abstract consistency class can be extended to a saturated one. Armed
with this fact, we can use the model existence theorems presented here to rescue the
general completeness and cut elimination results mentioned above. To show, for
example, completeness of a higher-ordermachine-oriented calculus C , we define the
class Γ ofC -irrefutable sentences and show that it is an acceptable (but unsaturated)
abstract consistency class. By the extension result in [12] there is a saturatedabstract
consistency class Γ′ ⊇ Γ. By application of saturated model existence from this
article we obtain a suitable model for every (sufficiently Σ-pure) Φ ∈ Γ′ and thus for
every (sufficiently Σ-pure) Φ ∈ Γ. This immediately gives us completeness. Hence,
the leverage added by this article together with [12] is that we can now extend
non-extensional cut-elimination results to extensional cases.
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Abstract. We investigate cut-elimination and cut-simulation in impred-
icative (higher-order) logics. We illustrate that adding simple axioms
such as Leibniz equations to a calculus for an impredicative logic — in
our case a sequent calculus for classical type theory — is like adding cut.
The phenomenon equally applies to prominent axioms like Boolean- and
functional extensionality, induction, choice, and description. This calls
for the development of calculi where these principles are built-in instead
of being treated axiomatically.

1 Introduction

One of the key questions of automated reasoning is the following: “When does a
set Φ of sentences have a model?” In fact, given reasonable assumptions about
calculi, most inference problems can be reduced to determining (un)-satisfiability
of a set Φ of sentences. Since building models for Φ is hard in practice, much
research in computational logic has concentrated on finding sufficient conditions
for satisfiability, e.g. whether there is a Hintikka set H extending Φ.

Of course in general the answer to the satisfiability question depends on the
class of models at hand. In classical first-order logic, model classes are well-
understood. In impredicative higher-order logic, there is a whole landscape of
plausible model classes differing in their treatment of functional and Boolean
extensionality. Satisfiability then strongly depends on these classes, for instance,
the set Φ := {a, b, qa,¬qb} is unsatisfiable in a model class where the universes
of Booleans are required to have at most two members (see property b below),
but satisfiable in the class without this restriction.

In [5] we have shown that certain (i.e. saturated) Hintikka sets always have
models and have derived syntactical conditions (so-called saturated abstract con-
sistency properties) for satisfiability from this fact. The importance of abstract
consistency properties is that one can check completeness for a calculus C by
verifying proof-theoretic conditions (checking that C-irrefutable sets of formulae
have the saturated abstract consistency property) instead of performing model-
theoretic analysis (for historical background of the method in first-order logic,
cf. [10, 13, 14]). Unfortunately, the saturation condition (if Φ is abstractly con-
sistent, then one of Φ ∪ {A} or Φ ∪ {¬A} is as well for all sentences A) is very
difficult to prove for machine-oriented calculi (indeed as hard as cut elimination).

In this paper we investigate further the relation between the lack of the
subformula property in the saturation condition (we need to “guess” whether



to extend Φ by A or ¬A on our way to a Hintikka set for all sentences A) and
the cut rule (where we have to “guess, i.e. search for in an automated reasoning
setting” the cut formula A). A side result is the insight that there exist “cut-
strong” formulae which support the effective simulation of cut in calculi for
impredicative logics.

In Section 2, we will fix notation and review the relevant results from [5]. We
define in Section 3 a basic sequent calculus and study the correspondence be-
tween saturation in abstract consistency classes and cut-elimination. In Section 4
we introduce the notion of “cut-strong” formulae and sequents and show that
they support the effective simulation of cut. In Section 5 we demonstrate that
the pertinent extensionality axioms are cut-strong. We develop alternative ex-
tensionality rules which do not suffer from this problem. Further rules are needed
to ensure Henkin completeness for this calculus with extensionality. These new
rules correspond to the acceptability conditions we propose in Section 6 to en-
sure the existence of models and the existence of saturated extensions of abstract
consistence classes.

2 Higher-Order Logic

In [5] we have re-examined the semantics of classical higher-order logic with the
purpose of clarifying the role of extensionality. For this we have defined eight
classes of higher-order models with respect to various combinations of Boolean
extensionality and three forms of functional extensionality. We have also devel-
oped a methodology of abstract consistency (by providing the necessary model
existence theorems) needed for instance, to analyze completeness of higher-order
calculi with respect to these model classes. We now briefly summarize the main
notions and results of [5] as required for this paper. Our impredicative logic of
choice is Church’s classical type theory.

Syntax: Church’s Simply Typed λ-Calculus. As in [9], we formulate higher-order
logic (HOL) based on the simply typed λ-calculus. The set of simple types T is
freely generated from basic types o and ι using the function type constructor →.

For formulae we start with a set V of (typed) variables (denoted by Xα, Y, Z,
X1

β , X2
γ . . .) and a signature Σ of (typed) constants (denoted by cα, fα→β , . . .).

We let Vα (Σα) denote the set of variables (constants) of type α. The signature
Σ of constants includes the logical constants ¬o→o, ∨o→o→o and Πα

(α→o)→o for

each type α; all other constants in Σ are called parameters. As in [5], we assume
there is an infinite cardinal ℵs such that the cardinality of Σα is ℵs for each type
α (cf. [5](3.16)). The set of HOL-formulae (or terms) are constructed from typed
variables and constants using application and λ-abstraction. We let wffα(Σ) be
the set of all terms of type α and wff(Σ) be the set of all terms.

We use vector notation to abbreviate k-fold applications and abstractions as
AUk and λXk A, respectively. We also use Church’s dot notation so that stands
for a (missing) left bracket whose mate is as far to the right as possible (consistent
with given brackets). We use infix notation A ∨ B for ((∨A)B) and binder



notation ∀Xα A for (Πα(λXα Ao)). We further use A ∧ B, A ⇒ B, A ⇔ B
and ∃Xα A as shorthand for formulae defined in terms of ¬, ∨ and Πα (cf. [5]).
Finally, we let (Aα

.
=

α
Bα) denote the Leibniz equation ∀Pα→o (PA) ⇒ PB.

Each occurrence of a variable in a term is either bound by a λ or free. We
use free(A) to denote the set of free variables of A (i.e., variables with a free
occurrence in A). We consider two terms to be equal if the terms are the same
up to the names of bound variables (i.e., we consider α-conversion implicitly).
A term A is closed if free(A) is empty. We let cwffα(Σ) denote the set of
closed terms of type α and cwff(Σ) denote the set of all closed terms. Each term
A ∈ wffo(Σ) is called a proposition and each term A ∈ cwffo(Σ) is called a
sentence.

We denote substitution of a term Aα for a variable Xα in a term Bβ by
[A/X ]B. Since we consider α-conversion implicitly, we assume the bound vari-
ables of B avoid variable capture.

Two common relations on terms are given by β-reduction and η-reduction.
A β-redex (λX A)B β-reduces to [B/X ]A. An η-redex (λX CX) (where X /∈
free(C)) η-reduces to C. For A,B ∈ wffα(Σ), we write A≡βB to mean A can
be converted to B by a series of β-reductions and expansions. Similarly, A≡βηB
means A can be converted to B using both β and η. For each A ∈ wff(Σ) there
is a unique β-normal form (denoted A↓β) and a unique βη-normal form (denoted
A↓βη). From this fact we know A≡βB (A≡βηB) iff A↓β ≡ B↓β (A↓βη ≡ B↓βη).

A non-atomic formula in wffo(Σ) is any formula whose β-normal form is of
the form [cAn] where c is a logical constant. An atomic formula is any other
formula in wffo(Σ).

Semantics: Eight Model Classes. For each ∗ ∈ {β,βη,βξ,βf,βb,βηb,βξb,βfb} (the
latter set will be abbreviated by in the remainder) we define M∗ to be the class
of all Σ-models M such that M satisfies property q and each of the additional
properties {η, ξ, f, b} indicated in the subscript ∗ (cf. [5](3.49)). Special cases of
Σ-models are Henkin models and standard models (cf. [5](3.50 and 3.51)). Every
model in Mβfb is isomorphic to a Henkin model (see the discussion following
[5](3.68)).

Saturated Abstract Consistency Classes and Model Existence. Finally, we review
the model existence theorems proved in [5]. There are three stages to obtain-
ing a model in our framework. First, we obtain an abstract consistency class
ΓΣ (usually defined as the class of irrefutable sets of sentences with respect to
some calculus). Second, given a (sufficiently pure) set of sentences Φ in the ab-
stract consistency class ΓΣ we construct a Hintikka set H extending Φ. Third,
we construct a model of this Hintikka set (and hence a model of Φ).

A Σ-abstract consistency class ΓΣ is a class of sets of Σ-sentences. An abstract
consistency class is always required to be closed under subsets (cf. [5](6.1)).
Sometimes we require the stronger property that ΓΣ is compact, i.e., a set Φ is
in ΓΣ iff every finite subset of Φ is in ΓΣ (cf. [5](6.1,6.2)).

To describe further properties of abstract consistency classes, we use the
notation S ∗ a for S ∪ {a} as in [5]. The following is a list of properties a class
ΓΣ of sets of sentences can satisfy with respect to arbitrary Φ ∈ ΓΣ (cf. [5](6.5)):



∇c If A is atomic, then A /∈ Φ or ¬A /∈ Φ.

∇¬ If ¬¬A ∈ Φ, then Φ ∗ A ∈ ΓΣ .

∇β If A≡βB and A ∈ Φ, then Φ ∗ B ∈ ΓΣ .

∇η If A≡βηB and A ∈ Φ, then Φ ∗ B ∈ ΓΣ .

∇∨ If A ∨ B ∈ Φ, then Φ ∗ A ∈ ΓΣ or Φ ∗ B ∈ ΓΣ .

∇∧ If ¬(A ∨ B) ∈ Φ, then Φ ∗ ¬A ∗ ¬B ∈ ΓΣ .

∇∀ If ΠαF ∈ Φ, then Φ ∗ FW ∈ ΓΣ for each W ∈ cwffα(Σ).

∇∃ If ¬ΠαF ∈ Φ, then Φ ∗ ¬(Fw) ∈ ΓΣ for any parameter wα ∈ Σα which does
not occur in any sentence of Φ.

∇b If ¬(A
.
=

o
B) ∈ Φ, then Φ ∗ A ∗ ¬B ∈ ΓΣ or Φ ∗ ¬A ∗ B ∈ ΓΣ .

∇ξ If ¬(λXα M
.
=

α→β
λXα N) ∈ Φ, then Φ ∗ ¬([w/X ]M

.
=

β
[w/X ]N) ∈ ΓΣ for

any parameter wα ∈ Σα which does not occur in any sentence of Φ.

∇f If ¬(G
.
=

α→β
H) ∈ Φ, then Φ ∗ ¬(Gw

.
=

β
Hw) ∈ ΓΣ for any parameter

wα ∈ Σα which does not occur in any sentence of Φ.

∇sat Either Φ ∗ A ∈ ΓΣ or Φ ∗ ¬A ∈ ΓΣ .

We say ΓΣ is an abstract consistency class if it is closed under subsets and
satisfies ∇c,∇¬,∇β ,∇∨,∇∧,∇∀ and ∇∃. We let Accβ denote the collection of all
abstract consistency classes. For each ∗ ∈ we refine Accβ to a collection
Acc∗ where the additional properties {∇η,∇ξ,∇f,∇b} indicated by ∗ are required
(cf. [5](6.7)). We say an abstract consistency class ΓΣ is saturated if ∇sat holds.

Using ∇c (atomic consistency) and the fact that there are infinitely many
parameters at each type, we can show every abstract consistency class satisfies
non-atomic consistency. That is, for every abstract consistency class ΓΣ , A ∈
cwffo(Σ) and Φ ∈ ΓΣ , we have either A /∈ Φ or ¬A /∈ Φ (cf. [5](6.10)).

In [5](6.32) we show that sufficiently Σ-pure sets in saturated abstract con-
sistency classes extend to saturated Hintikka sets. (A set of sentences Φ is suffi-
ciently Σ-pure if for each type α there is a set Pα of parameters of type α with
cardinality ℵs and such that no parameter in P occurs in a sentence in Φ.)

In the Model Existence Theorem for Saturated Sets [5](6.33) we show that
these saturated Hintikka sets can be used to construct models M which are mem-
bers of the corresponding model classes M∗. Then we conclude (cf. [5](6.34)):

Model Existence Theorem for Saturated Abstract Consistency Classes:
For all ∗ ∈ , if ΓΣ is a saturated abstract consistency class in Acc∗ and Φ ∈ ΓΣ
is a sufficiently Σ-pure set of sentences, then there exists a model M ∈ M∗ that
satisfies Φ. Furthermore, each domain of M has cardinality at most ℵs.

In [5] we apply the abstract consistency method to analyze completeness
for different natural deduction calculi. Unfortunately, the saturation condition
is very difficult to prove for machine-oriented calculi (indeed as we will see in
Section 3 it is equivalent to cut elimination), so Theorem [5](6.34) cannot be
easily used for this purpose directly.

In Section 6 we therefore motivate and present a set of extra conditions for
Accβfb we call acceptability conditions. The new conditions are sufficient to
prove model existence.



Basic Rules
A atomic (and β-normal)

G(init)
∆ ∗A ∗ ¬A

∆ ∗ A
G(¬)

∆ ∗ ¬¬A

∆ ∗ ¬A ∆ ∗ ¬B
G(∨−)

∆ ∗ ¬(A ∨ B)

∆ ∗ A ∗ B
G(∨+)

∆ ∗ (A ∨ B)

∆ ∗ ¬ (AC)
?

y

β
C ∈ cwffα(Σ)

G(ΠC

− )
∆ ∗ ¬Π

α
A

∆ ∗ (Ac)
?

y

β
cα ∈ Σ new

G(Π c
+)

∆ ∗ Π
α
A

Inversion Rule
∆ ∗ ¬¬A

G(Inv¬)
∆ ∗A

Weakening and Cut Rules
∆

G(weak)
∆ ∪ ∆

′

∆ ∗ C ∆ ∗ ¬C
G(cut)

∆

Fig. 1. Sequent Calculus Rules

3 Sequent Calculi, Cut and Saturation

We will now study cut-elimination and cut-simulation with respect to (one-sided)
sequent calculi.

Sequent Calculi G. We consider a sequent to be a finite set ∆ of β-normal
sentences from cwffo(Σ). A sequent calculus G provides an inductive definition
for when ⊢⊢G ∆ holds. We say a sequent calculus rule

∆1 · · · ∆n
r

∆

is admissible in G if ⊢⊢G ∆ holds whenever ⊢⊢G ∆i for all 1 ≤ i ≤ n. For any
natural number k ≥ 0, we call an admissible rule r k-admissible if any instance
of r can be replaced by a derivation with at most k additional proof steps. Given
a sequent ∆, a model M, and a class M of models, we say ∆ is valid for M (or
valid for M), if M |= D for some D ∈ ∆ (or ∆ is valid for every M ∈ M). As
for sets in abstract consistency classes, we use the notation ∆ ∗A to denote the
set ∆ ∪ {A} (which is simply ∆ if A ∈ ∆). Figure 1 introduces several sequent
calculus rules. Some of these rules will be used to define sequent calculi, while
others will be shown admissible (or even k-admissible).

Abstract Consistency Classes for Sequent Calculi. For any sequent calculus G
we can define a class ΓG

Σ of sets of sentences. Under certain assumptions, ΓG
Σ is

an abstract consistency class. First we adopt the notation ¬Φ and Φ↓β for the
sets {¬A|A ∈ Φ} and {A↓β |A ∈ Φ}, resp., where Φ ⊆ cwffo(Σ). Furthermore,
we assume this use of ¬ binds more strongly than ∪ or ∗, so that ¬Φ∪∆ means
(¬Φ) ∪ ∆ and ¬Φ ∗ A means (¬Φ) ∗ A.



Definition 1 Let G be a sequent calculus. We define ΓG
Σ to be the class of all

finite Φ ⊂ cwffo(Σ) such that ⊢⊢G ¬ Φ↓β does not hold.

In a straightforward manner, one can prove the following results (see [7]).

Lemma 2 Let G be a sequent calculus such that G(Inv¬) is admissible. For any
finite sets Φ and ∆ of sentences, if Φ ∪ ¬∆ /∈ ΓG

Σ , then ⊢⊢G ¬ Φ↓β ∪ ∆↓β holds.

Theorem 3 Let G be a sequent calculus. If the rules G(Inv¬), G(¬), G(weak),
G(init), G(∨−), G(∨+), G(Π C

− ) and G(Π c
+) are admissible in G, then ΓG

Σ ∈ Accβ.

We can furthermore show the following relationship between saturation and
cut (see [7]).

Theorem 4 Let G be a sequent calculus.

1. If G(cut) is admissible in G, then ΓG
Σ is saturated.

2. If G(¬) and G(Inv¬) are admissible in G and ΓG
Σ is saturated, then G(cut)

is admissible in G.

Since saturation is equivalent to admissibility of cut, we need weaker condi-
tions than saturation. A natural condition to consider is the existence of satu-
rated extensions.

Definition 5 (Saturated Extension) Let ∗ ∈ and ΓΣ , Γ ′
Σ ∈ Acc∗ be ab-

stract consistency classes. We say Γ ′
Σ is an extension of ΓΣ if Φ ∈ Γ ′

Σ for every
sufficiently Σ-pure Φ ∈ ΓΣ. We say Γ ′

Σ is a saturated extension of ΓΣ if Γ ′
Σ is

saturated and an extension of ΓΣ .

There exist abstract consistency classes Γ in Accβfb which have no saturated
extension.

Example 6 Let ao, bo, qo→o ∈ Σ and Φ := {a, b, (qa),¬(qb)}. We construct an
abstract consistency class ΓΣ from Φ by first building the closure Φ′ of Φ under
relation ≡β and then taking the power set of Φ′. It is easy to check that this ΓΣ is
in Accβfb. Suppose we have a saturated extension Γ ′

Σ of ΓΣ in Accβfb. Then Φ ∈ Γ ′
Σ

since Φ is finite (hence sufficiently pure). By saturation, Φ ∗ (a
.
=

o
b) ∈ Γ ′

Σ or
Φ ∗¬(a

.
=

o
b) ∈ Γ ′

Σ. In the first case, applying ∇∀ with the constant q, ∇∨ and ∇c

contradicts (qa),¬(qb) ∈ Φ. In the second case, ∇b and ∇c contradict a, b ∈ Φ.

Existence of any saturated extension of a sound sequent calculus G implies
admissibility of cut. The proof uses the model existence theorem for saturated
abstract consistency classes (cf. [5](6.34)). The full proof is in [7].

Theorem 7 Let G be a sequent calculus which is sound for M∗. If ΓG
Σ has a

saturated extension Γ ′
Σ ∈ Acc∗, then G(cut) is admissible in G.



Sequent Calculus Gβ. We now study a particular sequent calculus Gβ defined by
the rules G(init), G(¬), G(∨−), G(∨+), G(Π C

− ) and G(Π c
+) (cf. Figure 1). It is

easy to show that Gβ is sound for the eight model classes and in particular for
class Mβ .

The reader may easily prove the following Lemma.

Lemma 8 Let A ∈ cwffo(Σ) be an atom, B ∈ cwffα(Σ), and ∆ be a sequent.
In Gβ

1. ∆ ∗ A ⇔ A := ∆ ∗ ¬(¬(¬A ∨ A) ∨ ¬(¬A ∨ A)) is derivable in 7 steps and
2. ∆ ∗ B

.
=

α
B := ∆ ∗ Πα(λPα→o ¬(PB) ∨ (PB) is derivable in 3 steps.

The proof of the next Lemma is by induction on derivations and is given in
[7].

Lemma 9 The rules G(Inv¬) and G(weak) are 0-admissible in Gβ.

Theorem 10 The sequent calculus Gβ is complete for the model class Mβ and
the rule G(cut) is admissible.

Proof: By Theorem 3 and Lemma 9, Γ
Gβ

Σ ∈ Accβ . Suppose ⊢⊢Gβ
∆ does not

hold. Then ¬∆ ∈ Accβ by Lemma 2. By the model existence theorem for Accβ
(cf. [6](8.1)) there exists a model for ¬∆ in Mβ . This gives completeness of Gβ .
We can use completeness to conclude cut is admissible in Gβ .

Andrews proves admissibility of cut for a sequent calculus similar to Gβ in [1].
The proof in [1] contains the essential ingredients for showing completeness.

We will now show that G(cut) actually becomes k-admissible in Gβ if certain
formulae are available in the sequent ∆ we wish to prove.

4 Cut-Simulation

Cut-Strong Formulae and Sequents. k-cut-strong formulae can be used to effec-
tively simulate cut. Effectively means that the elimination of each application of
a cut-rule introduces maximally k additional proof steps, where k is constant.

Definition 11 Given a formula A ∈ cwffo(Σ), and an arbitrary but fixed num-
ber k > 0. We call formula A k-cut-strong for G (or simply cut-strong) if the
cut rule variant

∆ ∗ C ∆ ∗ ¬C
G(cutA)

∆ ∗ ¬A

is k-admissible in G.

Our examples below illustrate that cut-strength of a formula usually only
weakly depends on calculus G: it only presumes standard ingredients such as
β-normalization, weakening, and rules for the logical connectives.

We present some simple examples of cut-strong formulae for our sequent
calculus Gβ . A corresponding phenomenon is observable in other higher-order
calculi, for instance, for the calculi presented in [1, 4, 8, 11].



Example 12 Formula ∀Po P := Πo(λPo P ) is 3-cut-strong in Gβ . This is jus-
tified by the following derivation which actually shows that rule G(cutA) for this
specific choice of A is derivable in Gβ by maximally 3 additional proof steps. The
only interesting proof step is the instantiation of P with formula D := ¬C∨C in
rule G(Π D

− ). (Note that C must be β-normal; sequents such as ∆∗C by definition
contain only β-normal formulae.)

∆ ∗ C

∆ ∗ ¬¬C
G(¬)

∆ ∗ ¬C

∆ ∗ ¬(¬C ∨ C)
G(∨−)

∆ ∗ ¬Πo(λPo P )
G(ΠD

− )

Clearly, ∀Po P is not a very interesting cut-strong formula since it implies false-
hood, i.e. inconsistency.

Example 13 The formula ∀Po P ⇒ P := Πo(λPo ¬P ∨ P ) is 3-cut-strong in
Gβ. This is an example of a tautologous cut-strong formula. Now P is simply
instantiated with D := C in rule G(Π D

− ). Except for this first step the derivation
is identical to the one for Example 12.

Example 14 Leibniz equations M
.
=

α
N := Πα(λP ¬PM ∨ PN) (for arbi-

trary formulae M,N ∈ cwffα(Σ) and types α ∈ T ) are 3-cut-strong in Gβ. This
includes the special cases M

.
=

α
M. Now P is instantiated with D := λXα C in

rule G(Π D
− ). Except for this first step the derivation is identical to the one for

Example 12.

Example 15 The original formulation of higher-order logic (cf. [12]) contained
comprehension axioms of the form C := ∃Pα1→···→αn→o∀Xn PXn ⇔ Bo where
Bo ∈ wffo(Σ) is arbitrary with P /∈ free(B). Church eliminated the need for such
axioms by formulating higher-order logic using typed λ-calculus. We will now
show that the instance CI := ∃Pι→o ∀Xι PX ⇔ X

.
=

ι
X is 16-cut-strong in Gβ

(note that G(weak) is 0-admissible). This motivates building-in comprehension
principles instead of treating comprehension axiomatically.

3 steps; see Lemma 8
....

∆ ∗ ¬(pa ⇒ a
.
=

ι
a) ∗ a

.
=

ι
a

∆ ∗ ¬(pa ⇒ a
.
=

ι
a) ∗ ¬¬(a

.
=

ι
a)

G(¬)
D

∆ ∗ ¬(pa ⇒ a
.
=

ι
a) ∗ ¬(¬(a

.
=

ι
a) ∨ pa)

G(∨−)

∆ ∗ ¬(pa ⇒ a
.
=

ι
a) ∨ ¬(a

.
=

ι
a ⇒ pa)

G(∨+)

∆ ∗ ¬¬(¬(pa ⇒ a
.
=

ι
a) ∨ ¬(a

.
=

ι
a ⇒ pa))

G(¬)

∆ ∗ ¬Πι(λXι pX ⇔ X
.
=

ι
X)

G(Π aι
−

)

∆ ∗ Πι→o(λP ι→o ¬Πι(λXι pX ⇔ X
.
=

ι
X))

G(Π pι→o
+ )

∆ ∗ CI
G(¬)



Derivation D is:

∆ ∗ pa ∗ ¬pa
G(init)

∆ ∗ ¬¬pa ∗ ¬pa
G(¬)

∆ ∗ C ∆ ∗ ¬C
.... 3 steps; see Example 14

∆ ∗ ¬(a
.
=

o
a)

∆ ∗ ¬(a
.
=

ι
a) ∗ ¬pa

G(weak)

∆ ∗ ¬(¬pa ∨ a
.
=

ι
a) ∗ ¬pa

G(∨−)

As we will show later, many prominent axioms for higher-order logic also
belong to the class of cut-strong formulae.

Next we define cut-strong sequents.

Definition 16 A sequent ∆ is called k-cut-strong (or simply cut-strong) if
there exists a a k-cut-strong formula A ∈ cwffo(Σ) such that ¬A ∈ ∆.

Cut-Simulation. The cut-simulation theorem is a main result of this paper. It
says that cut-strong sequents support an effective simulation (and thus elimina-
tion) of cut in Gβ . Effective means that the size of cut-free derivation grows only
linearly for the number of cut rule applications to be eliminated.

We first fix the following calculi: Calculus Gcut
β extends Gβ by the rule G(cut)

and calculus GcutA

β extends Gβ by the rule G(cutA) for some arbitrary but fixed
cut-strong formula A.

Theorem 17 Let ∆ be a k-cut-strong sequent such that ¬A ∈ ∆ for some k-
cut-strong formula A. For each derivation D: ⊢⊢Gcut

β
∆ with d proof steps there

exists an alternative derivation D′: ⊢⊢
GcutA

β

∆ with d proof steps.

Proof: Note that the rules G(cut) and G(cutA) coincide whenever ¬A ∈ ∆.
Intuitively, we can replace each occurrence of G(cut) in D by G(cutA) in order
to obtain a D′ of same size. Technically, in the induction proof one must weaken
to ensure ¬A stays in the sequent and carry out a parameter renaming to make
sure the eigenvariable condition is satisfied.

Theorem 18 Let ∆ be a k-cut-strong sequent such that ¬A ∈ ∆ for some k-cut-
strong formula A. For each derivation D: ⊢⊢

GcutA

β

∆ with d proof steps and with

n applications of rule G(cut) there exists an alternative derivation D′: ⊢⊢Gβ
∆

with maximally d + nk proof steps.

Proof: A is k-cut-strong so by definition G(cutA) is k-admissible in Gβ .
This means that G(cutA) can be eliminated in D and each single elimination
of G(cutA) introduces maximally k new proof steps. Now the assertion can be
easily obtained by a simple induction over n.

Corollary 19 Let ∆ be a k-cut-strong sequent. For each derivation D: ⊢⊢Gcut
β

∆

with d proof steps and n applications of rule G(cut) there exists an alternative
cut-free derivation D′: ⊢⊢Gβ

∆ with maximally d + nk proof steps.



5 The Extensionality Axioms are Cut-Strong

We have shown comprehension axioms can be cut-strong (cf. Example 15). Fur-
ther prominent examples of cut-strong formulae are the Boolean and functional
extensionality axioms. The Boolean extensionality axiom (abbreviated Bo in the
remainder) is

∀Ao ∀Bo (A ⇔ B) ⇒ A
.
=

o
B

The infinitely many functional extensionality axioms (abbreviated Fαβ) are pa-
rameterized over α, β ∈ T .

∀Fα→β ∀Gα→β (∀Xα FX
.
=

β
GX) ⇒ F

.
=

α→β
G

These axioms usually have to be added to higher-order calculi to reach
Henkin completeness, i.e. completeness with respect to model class Mβfb. For
example, Huet’s constrained resolution approach as presented in [11] is not
Henkin complete without adding extensionality axioms. For instance, the need
for adding Boolean extensionality is actually illustrated by the set of unit liter-
als Φ := {a, b, (qa),¬(qb)} from Example 6. As the reader may easily check, this
clause set Φ, which is inconsistent for Henkin semantics, cannot be proven by
Huet’s system without, e.g, adding the Boolean extensionality axiom. By relying
on results in [1], Huet essentially shows completeness with respect to model class
Mβ as opposed to Henkin semantics.

We will now investigate whether adding the extensionality axioms to a machine-
oriented calculus in order to obtain Henkin completeness is a suitable option.

Theorem 20 The Boolean extensionality axiom Bo is a 14-cut-strong formula
in Gβ.

Proof: The following derivation justifies this theorem (ao is a parameter).

7 steps; see Lemma 8
....

∆ ∗ a ⇔ a

∆ ∗ ¬¬(a ⇔ a)
G(¬)

∆ ∗C ∆ ∗ ¬C
.... 3 steps; see Example 14

∆ ∗ ¬(a
.
=

o
a)

∆ ∗ ¬(¬(a ⇔ a) ∨ a
.
=

o
a)

G(∨−)

∆ ∗ ¬Bo

2 × G(Π a
−)

Theorem 21 The functional extensionality axioms Fαβ are 11-cut-strong for-
mulae in Gβ.

Proof: The following derivation justifies this theorem (fα→β is a parameter).

3 steps; see Lemma 8
....

∆ ∗ fa
.
=

β
fa

∆ ∗ (∀Xα fX
.
=

β
fX)

G(Π aα
+ )

∆ ∗ ¬¬∀Xα fX
.
=

β
fX

G(¬)

∆ ∗C ∆ ∗ ¬C
.... 3 steps; see Example 14

∆ ∗ ¬(f
.
=

α→β
f)

∆ ∗ ¬(¬(∀Xα fX
.
=

β
fX) ∨ f

.
=

α→β
f)

G(∨−)

∆ ∗ ¬Fαβ
2 × G(Π f

−
)



∆ ∗ ¬Fαβ α → β ∈ T
G(Fαβ)

∆

∆ ∗ ¬Bo
G(B)

∆

Fig. 2. Axiomatic Extensionality Rules

In [4] and [8] we have already argued that the extensionality principles should
not be treated axiomatically in machine-oriented higher-order calculi and there
we have developed resolution and sequent calculi in which these principles are
built-in. Here we have now developed a strong theoretical justification for this
work: Theorems 20, 21 and 19 tell us that adding the extensionality principles
Bo and Fαβ as axioms to a calculus is like adding a cut rule.

In Figure 2 we show rules that add Boolean and functional extensionality in
an axiomatic manner to Gβ . More precisely we add rules G(Fαβ) and G(B) allowing
to introduce the axioms for any sequent ∆; this way we address the problem
of the infinitely many possible instantiations of the type-schematic functional
extensional axiom Fαβ . Calculus Gβ enriched by the new rules G(Fαβ) and G(B)
is called GE

β . Soundness of the the new rules is easy to verify: In [5](4.3) we show
that G(Fαβ) and G(B) are valid for Henkin models.

Replacing the Extensionality Axioms. In Figure 3 we define alternative exten-
sionality rules which correspond to those developed for resolution and sequent
calculi in [4] and [8]. Calculus Gβ enriched by G(f) and G(b) is called G−

βfb. Sound-
ness of G(f) and G(b) for Henkin semantics is again easy to show.

Our aim is to develop a machine-oriented sequent calculus for automating
Henkin complete proof search. We argue that for this purpose G(f) and G(b) are
more suitable rules than G(Fαβ) and G(B).

Our next step now is to show Henkin completeness for GE
β . This will be

relatively easy since we can employ cut-simulation. Then we analyze whether
calculus G−

βfb has the same deductive power as GE
β .

First we extend Theorem 3. The proof is given in [7].

Theorem 22 Let G be a sequent calculus such that G(Inv¬) and G(¬) are ad-
missible.

1. If G(f) and G(Π c
+) are admissible, then ΓG

Σ satisfies ∇f.

2. If G(b) is admissible, then ΓG
Σ satisfies ∇b.

Theorem 23 The sequent calculus GE
β is Henkin complete and the rule G(cut)

is 12-admissible.

Proof: G(cut) can be effectively simulated and hence eliminated in GE
β by

combining rule G(Fαβ) with the 11-step derivation presented in the proof of
Theorem 21.

Let Γ
G

E
β

Σ be defined as in Definition 1. We prove Henkin completeness of

GE
β by showing that the class Γ

G
E
β

Σ is a saturated abstract consistency class in



∆ ∗ (∀Xα AX
.
=

β
BX)

?

?

y

β

G(f)
∆ ∗ (A

.
=

α→β
B)

∆ ∗ ¬A ∗B ∆ ∗ ¬B ∗A
G(b)

∆ ∗ (A
.
=

o
B)

Fig. 3. Proper Extensionality Rules

Accβfb. We here only analyze the crucial conditions ∇b, ∇f and ∇sat. For the
other conditions we refer to Theorem 3. Note that 0-admissibility of G(Inv¬)
and G(weak) can be shown for GE

β by a suitable induction on derivations as in
Lemma 9.

∇f G(Π c
+) is a rule of GE

β and thus admissible. According to Theorem 22 it is

thus sufficient to ensure admissibility of rule G(f) to show ∇f. This is justified

by the following derivation where N := A
.
=

α→β
B and M := (∀Xα AX

.
=

β

BX)


y

β
(for β-normal A,B).

∆ ∗ (∀Xα AX
.
=

β
BX)

?

?

y

β

∆ ∗ N ∗M
G(weak)

∆ ∗ N ∗ ¬¬M
G(¬)

derivable....
∆ ∗N ∗ ¬N

∆ ∗ N ∗ ¬(¬M ∨ N)
G(∨−)

∆ ∗N ∗ ¬Fαβ
G(ΠA

− ),G(ΠB

− )

∆ ∗ A
.
=

α→β
B

G(Fαβ)

∇b With a similar derivation using G(B) we can show that G(b) is admissible.
We conclude ∇b by Theorem 22.

∇sat Since G(cut) is admissible we get saturation by Theorem 4.

Does G−

βfb have the same deductive strength as GE
β ? I.e., is G−

βfb Henkin com-
plete? We show this is not yet the case.

Theorem 24 The sequent calculus G−

βfb is not complete for Henkin semantics.

We illustrate the problem by a counterexample.

Example 25 Consider the sequent ∆ := {¬a,¬b,¬(qa), (qb)} where ao, bo,
qo→o ∈ Σ are parameters. For any M ≡ (D, @, E , υ) ∈ Mβfb, either υ(E(a)) ≡ F,
υ(E(b)) ≡ F or E(a) ≡ E(b) by property b. Hence sequent ∆ is valid for every
M ∈ Mβfb. However, ⊢⊢

G
−

βfb
∆ does not hold. By inspection, ∆ cannot be the

conclusion of any rule.

In order to reach Henkin completeness and to show cut-elimination we thus
need to add further rules. Our example motivates the two rules presented in
Figure 4. G(Init

.
=) introduces Leibniz equations such as qa

.
=

o
qb as is needed in

our example and G(d) realizes the required decomposition into a
.
=

o
b.



∆ ∗ (A
.
=

o
B) (†)

G(Init
.
=)

∆ ∗ ¬A ∗B

∆ ∗ (A1 .
=

α1 B
1) · · · ∆ ∗ (An .

=
αn B

n) (‡)
G(d)

∆ ∗ (hAn .
=

β
hBn)

(†) A,B atomic (‡) n ≥ 1, β ∈ {o, ι}, hαn
→β ∈ Σ parameter

Fig. 4. Additional Rules G(Init
.
=) and G(d)

We thus extend sequent calculus G−

βfb to Gβfb by adding the decomposition

rule G(d) and the rule G(Init
.
=) which generally checks if two atomic sentences

of opposite polarity are provably equal (as opposed to syntactically equal).
Is Gβfb complete for Henkin semantics? We will show in the next Section that

this indeed holds (cf. Theorem 28).
With GE and Gβfb we have thus developed two Henkin complete calculi and

both calculi are cut-free. However, as our exploration shows “cut-freeness” is
not a well-chosen criterion to differentiate between their suitability for proof
search automation: GE inherently supports effective cut-simulation and thus
cut-freeness is meaningless.

The criterion we propose for the analysis of calculi in impredicative logics is
“freeness of effective cut-simulation”.

Other Rules for Other Model Classes. In [6] we developed respective complete
and cut-free sequent calculi not only for Henkin semantics but for five of the eight
model classes. In particular, no additional rules are required for the β, βη and
βξ case. Meanwhile, the βf case requires additional rules allowing η-conversion.
The limited space does not allow us to present and analyze these cases here.

6 Acceptability Conditions

We now turn our attention again to the existence of saturated extension of
abstract consistency classes.

As illustrated by the Example 6, we need some extra abstract consistency
properties to ensure the existence of saturated extensions. We call these extra
properties acceptability conditions. They actually closely correspond to ad-
ditional rules G(Init

.
=) and G(d).

Definition 26 (Acceptability Conditions) Let ΓΣ be an abstract consistency
class in Accβfb. We define the following properties:

∇m If A,B ∈ cwffo(Σ) are atomic and A,¬B ∈ Φ, then Φ ∗ ¬(A
.
=

o
B) ∈ ΓΣ.

∇d If ¬(hAn .
=

β
hBn) ∈ Φ for some types αi where β ∈ {o, ι} and hαn→β ∈ Σ is

a parameter, then there is an i (1 ≤ i ≤ n) such that Φ∗¬(Ai .
=

αi

Bi) ∈ ΓΣ.

We now replace the strong saturation condition used in [5] by these accept-
ability conditions.



Definition 27 (Acceptable Classes) An abstract consistency class
ΓΣ ∈ Accβfb is called acceptable in Accβfb if it satisfies the conditions ∇m and
∇d.

One can show a model existence theorem for acceptable abstract consis-
tency classes in Accβfb (cf. [6](8.1)). From this model existence theorem, one can
conclude Gβfb is complete for Mβfb (hence for Henkin models) and that cut is
admissible in Gβfb.

Theorem 28 The sequent calculus Gβfb is complete for Henkin semantics and
the rule G(cut) is admissible.

Proof: The argumentation is similar to Theorem 10 but here we employ the
acceptability conditions ∇m and ∇d.

One can further show the Saturated Extension Theorem (cf. [6](9.3)):

Theorem 29 There is a saturated abstract consistency class in Accβfb that is
an extension of all acceptable ΓΣ in Accβfb.

Given Theorem 7, one can view the Saturated Extension Theorem as an
abstract cut-elimination result.

The proof of a model existence theorem employs Hintikka sets and in the
context of studying Hintikka sets we have identified a phenomenon related to
cut-strength which we call the Impredicativity Gap. That is, a Hintikka set
H is saturated if any cut-strong formula A (e.g. a Leibniz equation C

.
= D)

is in H. Hence we can reasonably say there is a “gap” between saturated and
unsaturated Hintikka sets. Every Hintikka set is either saturated or contains no
cut-strong formulae.

7 Conclusion

We have shown that adding cut-strong formulae to a calculus for an impredica-
tive logic is like adding cut. For machine-oriented automated theorem proving
in impredicative logics — such as classical type theory — it is therefore not rec-
ommendable to naively add cut-strong axioms to the search space. In addition
to the comprehension principle and the functional and Boolean extensionality
axioms as elaborated in this paper the list of cut-strong axioms includes:

Other Forms of Defined Equality Formulas A
..
=

α
B are 4-cut-strong in Gβ

where
..
=

α
is λXα λYα ∀Qα→α→o (∀Zα (Q Z Z)) ⇒ (Q X Y ) (cf. [3]).

Proof: Instantiate Q with λXα λYα C.

Axiom of Induction The axiom of induction for the naturals ∀Pι→o P0 ∧
(∀Xι PX ⇒ P (sX)) ⇒ ∀Xι PX is 18-cut-strong in Gβ . (Other well-founded
ordering axioms are analogous.)
Proof: Instantiate P with λXι a

.
=

o
a for some parameter ao.



Axiom of Choice ∃I(α→o)→o ∀Qα→o ∃Xα QX ⇒ Q(IQ) is 7-cut-strong in Gβ .
Proof: Instantiate Q with λXα C.

Axiom of Description The description axiom ∃I(α→o)→o ∀Qα→o (∃1Yα QY ) ⇒
Q(IQ) (see [2]), where ∃1Yα QY stands for ∃Yα QY ∧ (∀Zα QZ ⇒ Y

.
= Z)

is 25-cut-strong in Gβ .
Proof: Instantiate Q with λXα a

.
=

α
X for some parameter aα.

As Example 15 shows, comprehension axioms can be cut-strong. Church’s for-
mulation of type theory (cf. [9]) used typed λ-calculus to build comprehension
principles into the language. One can view Church’s formulation as a first step in
the program to eliminate the need for cut-strong axioms. For the extensionality
axioms a start has been made by the sequent calculi in this paper (and [6]),
for resolution in [4] and for sequent calculi and extensional expansion proofs
in [8]. The extensional systems in [8] also provide a complete method for us-
ing primitive equality instead of Leibniz equality. For improving the automation
of higher-order logic our exploration thus motivates the development of higher-
order calculi which directly include reasoning principles for equality, extension-
ality, induction, choice, description, etc., without using cut-strong axioms.
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CHRISTOPH BENZMÜLLER

COMPARING APPROACHES TO RESOLUTION BASED
HIGHER-ORDER THEOREM PROVING

ABSTRACT. We investigate several approaches to resolution based automated theorem
proving in classical higher-order logic (based on Church’s simply typed λ-calculus) and
discuss their requirements with respect to Henkin completeness and full extensionality.
In particular we focus on Andrews’ higher-order resolution (Andrews 1971), Huet’s con-
strained resolution (Huet 1972), higher-order E-resolution, and extensional higher-order
resolution (Benzmüller and Kohlhase 1997). With the help of examples we illustrate the
parallels and differences of the extensionality treatment of these approaches and demon-
strate that extensional higher-order resolution is the sole approach that can completely
avoid additional extensionality axioms.

1. INTRODUCTION

It is a well known consequence of Gödel’s first incompleteness theorem
that there cannot be complete calculi for higher-order logic with respect to
standard semantics. However, Henkin (1950) showed that there are indeed
complete calculi if one gives up the intuitive requirement of full function
domains in standard semantics and considers Henkin’s general models in-
stead. For higher-order calculi therefore Henkin completeness constitutes
the most interesting notion of completeness.

A very challenging task for a calculus aiming at Henkin-completeness
is to provide a suitable extensionality treatment. Unfortunately the im-
portance of full extensionality in higher-order theorem proving, i.e., the
suitable combination of functional and Boolean extensionality, has widely
been overlooked so far. This might be due to the fact that (weak) func-
tional extensionality is already built-in in the pure simply typed λ-calculus
and that Boolean extensionality or the subtle interplay between Boolean
and functional extensionality does simply not occur in this context. How-
ever, the situation drastically changes as soon as one is interested in a
higher-order logic based on the simply typed λ-calculus, as now Boolean
extensionality is of importance too.

We therefore investigate the extensionality treatment of several resolu-
tion based approaches to Henkin complete higher-order theorem proving:

Synthese 133: 203–235, 2002.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.
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Andrews’ higher-order resolution (Andrews 1971), Huet’s constrained
resolution (Huet 1972), higher-order E-resolution, and extensional higher-
order resolution (Benzmüller and Kohlhase 1998a). In order to ease the
comparison we present them in a uniform way. Even though we focus on
the resolution method in this paper the main results on the feasibility of
extensionality reasoning in higher-order theorem proving do nevertheless
apply to other theorem proving approaches as well.

For Andrews’ and Huet’s approach it is well known that generally infin-
itely many extensionality axioms are required in the search space in order
to reach Henkin completeness. With the help of rather simple examples
we will point out the shortcomings of this kind of extensionality treat-
ment; namely a fair amount of non-goal directed search which contrasts
the general idea of resolution based theorem proving.

Whereas the use of higher-order E-unification (cf. Snyder 1990; Nip-
kow and Qian 1991; Wolfram 1993; Qian and Wang 1996) instead of
simple syntactical higher-order unification partially improves the situation,
this idea nevertheless fails to provide a general solution and still requires
additional extensionality axioms to ensure Henkin completeness.

The first calculus that generally takes into account, that higher-order
theory unification with respect to theories including full extensionality is
as hard as Henkin complete higher-order theorem proving itself, is the
extensional higher-order resolution approach (Benzmüller and Kohlhase
1998a). This calculus very closely integrates higher-order unification and
resolution by allowing for mutual recursive calls (instead of hierarchical
calls solely from resolution to unification as in first-order). With its close
integration of unification and resolution this approach ensures Henkin
completeness without requiring additional extensionality axioms. With the
help of our examples we show that this aspect is not only of theoretical but
also of practical importance as proof problems requiring non-trivial exten-
sionality reasoning can be solved in the extensional higher-order resolution
approach in a more goal directed way.

As a theoretical result the paper presents Henkin completeness proofs
for the resolution approaches of Andrews and Huet which have been ex-
amined in literature so far only with respect to Andrews’ rather weak
semantical notion of V -complexes.

The paper is organised as follows: Syntax and semantics of higher-order
logic and a proof theoretic tool for analysing Henkin completeness are
sketched in Section 2. Various resolution based calculi are then introduced
in Sections 3 and their extensionality treatment is investigated with the
help of examples in Section 4. Related work is addressed in Section 5, and
Section 6 concludes the paper.
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2. SYNTAX AND SEMANTICS OF HIGHER-ORDER LOGIC

2.1. Classical Type Theory

We consider a higher-order logic based on Church’s simply typed λ-
calculus (Church 1940) and choose BT := {ι, o} as base types, where ι

denotes the set of individuals and o the set of truth values. Functional
types are inductively defined over BT . A signature 	 contains for each
type an infinite set of variables and constants, and particularly it provides
the logical constants ¬o→o, ∨o→o→o, and 
(α→o)→o for every type α. As
all other logical operators can be defined (e.g., A ∧ B := ¬(¬A ∨ ¬B),
∀Xα P X := 
((α→o)→o)(λXα P X), and ∃Xα P X := ¬∀Xα ¬(P X)))
the given logical constants are sufficient to define a classical higher-order
logic.

The set of all 	-terms (closed 	-terms) of type α is denoted by wffα
(cwffα). Variables are printed as upper-case (e.g., Xα), constants as lower-
case letters (e.g., cα), and arbitrary terms appear as bold capital letters (e.g.,
Tα). If the type of a symbol is uniquely determined by the given context we
omit it. We abbreviate function applications by hα1→···→αn→β Un

αn
, which

stands for (· · · (hα1→···→αn→β U1
α1
) · · · Un

αn
). For α-, β-, η-, βη-conversion

and the definition of β-normal, βη-normal, long βη-normal, and head-
normal form we refer to Barendregt (1984) as well as for the definition of
free variables, closed formulas (also called sentences), and substitutions.
Substitutions are represented as [T1/X1, . . . ,Tn/Xn] where the Xi spe-
cify the variables to be replaced by the terms Ti . The application of a
substitution σ to a term (resp. literal or clause) C is printed Cσ .

Higher-order unification and sets of partial bindings GBh
γ are well

explained in Snyder and Gallier (1989).
A calculus R provides a set of rules {rn| 0 < n ≤ i} defined on clauses.

We write � �rn C (C ′ �rn C) iff clause C is the result of a one step
application of rule rn ∈ R to premise clauses C ′

i ∈ � (to C ′ respectively).
Multiple step derivations in calculus R are abbreviated by �1 �R �k (or
C1 �R Ck).

2.2. Clauses, Literals, and Unification Constraints

The approaches studied in this paper are presented using a uniform nota-
tion for clauses, literals, and unification constraints (the notation is due to
Kohlhase (1994)). Literals, e.g., [A]µ, consist of a literal atom A and a
polarity µ ∈ {T , F }. For all rules presented in this paper we assume that
the polarity specifiers µ, ν ∈ {T , F } refer to complementary polarities,
i.e., µ �= ν. In particular we distinguish between proper literals and pre-
literals. The (normalised) atom of a pre-literal has a logical constant at
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head position, whereas this must not be the case for proper literals. For
instance, [A ∨ B]T is a pre-literal and [po→o (A ∨ B)]T is a proper literal.
Furthermore a literal is called flexible if its atom contains a variable at head
position.

A unification problem between two terms T1 and T2 (between n terms
T1, . . . ,Tn) generated during the refutation process is called an unification
constraint and is represented as [T1 �=? T2] (resp. [�=? (T1, . . . ,Tn)]). A
unification constraint is called a flex-flex pair if both unification terms have
flexible heads, i.e., variables at head position.

Clauses consist of disjunctions of literals or unification constraints. The
unification constraints specify conditions under which the other literals are
valid. For instance the clause [pα→β→o T1

α T2
β]T ∨[T1

α �=? S1
α]∨[T2

β �=? S2
β]

can be informally read as: if T1 is unifiable with S1 and T2 with S2 then
(p T1 T2) holds. We implicitly treat the disjunction operator ∨ in clauses
as commutative and associative, i.e., we abstract from the particular or-
der of the literals. Additionally we presuppose commutativity of �=? and
implicitly identify any two α-equal constraints or literals. Furthermore we
assume that any two clauses have disjoint sets of free variables, i.e., for
each freshly generated clause we choose new free variables.

If a clause contains at least one pre-literal we call it a pre-clause, other-
wise a proper clause. A clause is called empty, denoted by �, if it consists
only of (possibly none) flex-flex pairs.

An important aspect of clause normalisation is Skolemisation. In
this paper we employ Miller’s sound adaptation of traditional first-order
Skolemisation (Miller 1983), which associates with each Skolem func-
tion the minimum number of arguments the Skolem function has to be
applied to. Higher-order Skolemisation becomes sound, if any Skolem
function f n only occurs in a Skolem term, i.e., a formula S ≡ f nAn,
where none of the Ai contains a bound variable. Thus the Skolem terms
only serve as descriptions of the existential witnesses and never ap-
pear as functions proper. Without this additional restriction the calculi
do not really become unsound, but one can prove an instance of the
axiom of choice. Andrews (1973) investigates the following instance:
∃E(ι→o)→o ∀Pi→o (∃Xι P X) ⇒ P (E P )), which we want to treat as an
optional axiom for the resolution calculi presented in this paper; for further
details we refer to Miller (1983).

2.3. Standard and Henkin Semantics

A standard model for HOL provides a fixed set Dι of individuals, and a set
Do := {�,⊥} of truth values. The domains for functional types are defined
inductively: Dα→β is the set of all functions f : Dα → Dβ . Henkin models
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only require that Dα→β has enough members that any well-formed formula
can be evaluated. Thus, the generalisation to Henkin models restricts the
set of valid formulas sufficiently, such that complete calculi are possible.
The following figure illustrates the sketched connection between standard-
and Henkin semantics.

In Henkin and standard semantics Leibniz equality (which is defined as
.=α := λXα λYα ∀Pα→o P X ⇒ P Y ) denotes the intuitive identity relation
and the (type parameterised) functional extensionality principles

∀Mα→β ∀Nα→β (∀X M X
.= N X) ⇒ (M

.= N)

as well as the Boolean extensionality principle

∀Po ∀Qo (P ⇔⇒ (P
.= Q)

are valid (cf. Benzmüller 1999a; Benzmüller and Kohlhase 1997). Satis-
fiability and validity (M |= F or M |= �) of a formula F or set of formulas
� in a model M are defined as usual.

We want to point out that the above statements on equality and exten-
sionality do not apply to general models as originally introduced by Henkin
(1950). Andrews (1972) showed that the sets Dα→o may be so sparse in
Henkin’s original notion of general models that Leibniz equality may de-
note a relation, which does not fulfil the functional extensionality principle.
Due to lack of space we cannot present this general model here but refer to
Andrews (1972) for further details. The solution suggested by Andrews is
to presuppose the presence of the intuitive identity relations in all domains
Dα→α→o, which ensures the existence of unit sets {a} ∈ Dα→o for all
elements a ∈ Dα . The existence of these unit sets in turn ensures that
Leibniz equality indeed denotes the intended (fully extensional) identity
relation.

In this paper, “Henkin semantics” means the corrected version of
Henkin’s original notion as given in Andrews (1972).
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2.4. Proving Completeness

The abstract consistency proof principle (also called unifying principle)
is a strong tool supporting the analysis of the connection between syntax
and semantics for higher-order calculi. This proof principle has originally
been introduced by Smullyan (1963) for first-order logic and has been
adapted to higher-order logic by Andrews (1971). However, Andrews’
adaptation allows completeness proofs only for the rather weak semantical
notion of V -complexes (in which the axioms of extensionality may fail, cf.
Benzmüller 1991; Benzmüller and Kohlhase 1997).

The following proof principle adapts Andrews abstract consistency
proof principle to Henkin semantics.

DEFINITION 1 (Acc for Henkin Models). Let 	 be a signature and ,	
a class of sets of 	-sentences. If the following conditions hold for all
A,B ∈ cwffo, F,G ∈ cwffα→β , and � ∈ ,	 , then we call ,	 an abstract
consistency class for Henkin models, abbreviated by Acc. (We want to
point out that we assume an implicit treatment of α-convertibility here,
whereas Andrews treats α-convertibility explicit in his notion of η-wffs;
cf. Andrews (1971, 3.1.2, 2.7.5).)

saturated � ∪ {A} ∈ ,	 or � ∪ {¬A} ∈ ,	 .

∇c If A is atomic, then A /∈ � or ¬A /∈ �.

∇¬ If ¬¬A ∈ �, then � ∪ {A} ∈ ,	 .

∇β If A ∈ � and B is the β-normal form of A, then � ∪ {B} ∈ ,	 .

∇η If A ∈ � and B is the η-long form of A, then � ∪ {B} ∈ ,	 .

∇∨ If A ∨ B ∈ �, then � ∪ {A} ∈ ,	 or � ∪ {B} ∈ ,	 .

∇∧ If ¬(A ∨ B) ∈ �, then � ∪ {¬A,¬B} ∈ ,	 .

∇∀ If 
αF ∈ �, then � ∪ {F W} ∈ ,	 for each W ∈ cwffα.

∇∃ If ¬
αF ∈ �, then �∪{¬(F w)} ∈ ,	 for any new constant w ∈ 	α .

∇b If ¬(A .=o B) ∈ �, then � ∪ {A,¬B} ∈ ,	 or � ∪ {¬A,B} ∈ ,	 .

∇q If ¬(F .=α→β G) ∈ �, then �∪{¬(F w
.=β G w)} ∈ ,	 for any new

constant w ∈ 	α .
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This definition extends Andrews notion of abstract consistency classes
for V -complexes by the new requirements saturated, ∇η, ∇b, and ∇q . Satur-
atedness turns the partial V -complexes into total structures and the latter
two conditions ensure that Leibniz equality indeed denotes a fully exten-
sional relation (which may not be the case in V -complexes, where Leibniz
equality simply not necessarily denotes the intended identity relation; cf.
Benzmüller 1991; Benzmüller and Kohlhase 1997).

The following model existence theorem is due to Andrews (1971).

THEOREM 2 (Henkin Model Existence (Andrews 1971)). Let � be a set
of closed 	-formulas, ,	 be an abstract consistency class for V -complexes
(i.e., ,	 fulfils ∇c, ∇¬, ∇β , ∇∨, ∇∧, ∇∀, ∇∃), and let � ∈ ,	 . There exists a
V -complex M, such that M |= �.

The following related theorem addressing Henkin semantics (and ad-
ditional ones addressing several notions in between Henkin semantics
and V -complexes) is presented in Benzmüller (1999a); Benzmüller and
Kohlhasse (1997).

THEOREM 3 (Henkin Model Existence (Benzmüller and Kohlhase
1998)). Let � be a set of closed 	-formulas, ,	 be an abstract consistency
class for Henkin models, and let � ∈ ,	 . There exists a Henkin model M,
such that M |= �.

The complicated task of proving Henkin completeness for a given (res-
olution) calculus R can now be reduced to showing that the set of all sets
� containing R-consistent closed formulas is an abstract consistency class
for Henkin models, i.e., to verify the (syntactically checkable) conditions
given in Definition 1.

3. HIGHER-ORDER RESOLUTION

In this section we introduce several higher-order resolution calculi. Ad-
ditional approaches not mentioned here are briefly sketched and related to
the presented ones in Section 5. The sketched approaches will be compared
with respect to their extensionality treatment in Section 4.

3.1. Andrews’ Higher-Order Resolution R

We transform Andrews’ higher-order resolution calculus (Andrews 1971)
in our uniform notation. In the remainder of this paper we refer to this
calculus with R. Extending Andrews (1971) we show that R is Henkin
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complete if one adds infinitely many extensionality axioms into the search
space.

λ-Conversion. Calculus R provides two explicit rules addressing α-
conversion and β-reduction (cf. Andrews 1971, 5.1.1) but does not provide
a rule for η-conversion. Consequently η-equality of two terms (e.g., fι→ι

.=
λXι f X) cannot be proven in this approach without employing the
functional extensionality axiom of appropriate type; cf. Section 4.1.

In our presentation we omit explicit rules for α- and β-convertibility
and instead treat them implicitly, i.e., we assume that the presented rules
operate on input and generate output in β-normal form and we automatic-
ally identify terms which differ only with respect to the names of bound
variables.

Clause Normalisation. R introduces only four rules belonging to clause
normalisation: negation elimination, conjunction elimination, existential
elimination, and universal elimination (cf. Andrews 1971, 5.1.4.–5.1.7.).
As our presentation of clauses in contrast to Andrews (1971) explicitly
mentions the polarities of clauses and brackets the literal atoms we have to
provide additional structural rules, e.g., the rule ∨T .

• Negation elimination:
C ∨ [¬A]T
C ∨ [A]F ¬T

C ∨ [¬A]F
C ∨ [A]T ¬F

• Conjunction1/disjunction elimination:

C ∨ [A ∨ B]T
C ∨ [A]T ∨ [B]T ∨T

C ∨ [A ∨ B]F
C ∨ [A]F ∨F

l

C ∨ [A ∨ B]F
C ∨ [B]F ∨F

r

• Existential2/universal elimination:

C ∨ [
αA]T
C ∨ [A Xα]T 
T

C ∨ [
αA]F
C ∨ [A sα]F 
F

Xα is a new free variable and sα is a new Skolem term

Additionally Andrews presents rules addressing commutativity and as-
sociativity of the ∨-operator connecting the clauses literals (cf. Andrews
1971, 5.1.2.). We have already mentioned the implicit treatment of these
aspects in Section 2.2.

In the remainder of this paper Cnf(A) denotes the set of clauses ob-
tained from formula A by clause normalisation. It is easy to verify that
clauses produced with Andrews’ original normalisation rules can also be
obtained with the rules presented here (and vice versa).
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Resolution and Factorisation. Instead of a resolution and a factorisation
rule – which work in connection with unification – Andrews presents a
simplification and a cut rule. The cut rule is only applicable to clauses with
two complementary literals which have identical atoms. Similarly Sim is
defined only for clauses with two identical literals. In order to generate
identical literal atoms during the refutation process these two rules have to
be combined with the substitution rule Sub presented below.

• Simplification:
[A]µ ∨ [A]µ ∨ C

[A]µ ∨ C Sim

• Cut: [A]µ ∨ C [A]ν ∨ D
C ∨ D Cut

Unification and Primitive Substitution. As higher-order unification was
still an open problem in 1971 calculus R employs the British Museum
Method instead, i.e., it provides a substitution rule that allows to blindly
instantiate free variables by arbitrary terms. As the instantiated terms
may contain logical constants, instantiation of variables in proper clauses
may lead to pre-clauses, which must be normalised again with the clause
normalisation rules.

• Substitution of arbitrary terms:
C

C[Tα/Xα]
Sub

Xα is a free variable occurring in C.

Extensionality Treatment. Calculus R does not provide rules addressing
the functional and/or Boolean extensionality principles. Instead R as-
sumes that the following extensionality axioms are (in form of respective
clauses) explicitly added to the search space. And since the functional
extensionality principle is parameterised over arbitrary functional types
infinitely many functional extensionality axioms are required3.

EXT
.=
α→β : ∀Fα→β ∀Gα→β (∀Xβ F X

.= G X) ⇒ F
.= G

EXT
.=
o : ∀Ao ∀Bo (A ⇔ B) ⇒ A

.=o
B

These are the crucial directions of the extensionality principles and the
backward directions are not needed. The extensionality clauses derived
from the extensionality axioms have the following form (note the many
free variables, especially at literal head position, that are introduced into
the search space – they heavily increase the amount of blind search in any
attempt to automate the calculus):
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E
α→β
1 : [p (F s)]T ∨ [Q F ]F ∨ [Q G]T

E
α→β
2 : [p (G s)]F ∨ [Q F ]F ∨ [Q G]T

Eo
1 : [A]F ∨ [B]F ∨ [P A]F ∨ [P B]T

Eo
2 : [A]T ∨ [B]T ∨ [P A]F ∨ [P B]T

pβ→o, sα are Skolem terms and P(α→β)→o, Q(α→β)→o are new free
variables.

Proof Search. Initially the proof problem is negated and normalised. The
main proof search then starts with the normalised clauses and applies
the cut and simplification rule in close connection with the substitution
rule. An intermediate application of the clause normalisation rules may be
needed to normalise temporarily generated pre-clauses. The extensionality
treatment in R simply assumes to add at the beginning of the refutation
process the above clauses obtained from the extensionality axioms.

When abstracting from the initial and intermediate normalisations the
proof search can be illustrated as follows:

Completeness Results. Andrews (1971) gives a completeness proof for
calculus R with respect to the semantical notion of V -complexes. As
the extensionality principles are not valid in this rather weak semantical
structures, the extensionality axioms are not needed in this completeness
proof.

THEOREM 4 (V -completeness of R). The calculus R is complete with
respect to the notion of V -complexes.

Proof. We sketch the proof idea: 4(i) First show that the set of non-
refutable sentences in R is an abstract consistency class for V -complexes.
4(ii) Then prove completeness of R with respect to V -complexes in
an indirect argument: assuming non-completeness of R leads to an
contradiction by 4(i) and Theorem 3. �

We now extend this result and prove Henkin completeness of calculus
R.

THEOREM 5 (Henkin completeness of R). The calculus R is com-
plete with respect to Henkin semantics provided that the infinitely many
extensionality axioms are given.

Proof. 5(i) The crucial aspect is to prove that the set of non-refutable
sentences in R enriched by the extensionality axioms is an abstract con-
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sistency class for Henkin models. 5(ii) An indirect argument analogous to
4(ii) employing 5(i) and Theorem 3 ensures completeness.

In order to show 5(i) we have to verify the additional abstract con-
sistency properties saturated, ∇η, ∇b, and ∇q as specified in Definition
1.

saturated We show that � ∪ {A} ��R � or � ∪ {¬A} ��R �. Assume
� ��R � but � ∪ {A} �R � and � ∪ {¬A} �R �. By Lemma 6
(cf. below) we get �{A ∨ ¬A} �ER �, and hence, since A ∨ ¬A is
a tautology, it must be the case that � �ER �, which contradicts our
assumption.

∇η Assuming A ∈ � and � ∪ {B} �R �, we get � �R � by Lemma 7
(cf. below). This ensures the assertion by contraposition.

∇b We first apply rule Sub and instantiate the variables A and B in the
Boolean extensionality axioms Eo

1 and Eo
2 with terms A and B. Now

assume that ¬(A .=o B) ∈ � and � ∪ {A,¬B} �R � and � ∪
{¬A,B} �R �. Employing the instantiated Boolean extensionality
axioms it is easy to see that � �R �, which ensures the assertion by
contraposition.

∇q Can be shown analogously to ∇b when appropriately instantiating the
functional extensionality axioms Eα→β

1 ,Eα→β

2 .

LEMMA 6. Let � be a set of sentences and A,B be sentences. If � ∪
{A} �R � and � ∪ {B} �R �, then � ∪ {A ∨ B} �R �.

Proof. We first verify that Cnf(� ∗ A ∨ B) = Cnf(�) ∪ (Cnf(A) �
Cnf(B)), where ,�3 = := {C∨D|C ∈ Cnf(A)},D ∈ Cnf(B)}. Then we
use that �∪(,1�,2) �R �, provided that �∪,1 �R � and �∪,2 �R �.
�

LEMMA 7. Let � be a set of sentences and let A,B be sentences in β-
normal form, such that A can be transformed into B by (i) a one step η-
expansion or (ii) a multiple step η-expansion. Then �∪ {B} �R � implies
� ∪ {A} �R �.

Proof. Case (ii) can be proven by induction on the number of η-
expansion steps employing (i) in the base case. To prove case (i) note that
A and B differ (apart from α-equality) only with respect to a single subterm
Tα→β . More precisely, A[(λX T X)/T] is equal to B. Normalising sentences
A (resp. B) may result in several clauses A1, . . . ,An (resp. B1, . . . ,Bn)
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with duplicated occurrences of subterm T (resp. λX T X). We appro-
priately instantiate the functional extensionality axioms Eα→β

1 ,Eα→β

2 and
derive the (Leibniz equation) clauses C1 : [Q f ]T ∨ [Q (λX f X)]F and
C2 : [Q′ f ]F ∨ [Q′ (λX f X)]T (the latter can be obtained from the
former by substituting λX ¬Q′ X for Q). Obviously, we can derive for
each 1 ≤ i ≤ n the clause Bi from its counterpart Ai with the help of C1

and C2 (formally we apply an induction on the occurrences of term T in
Ai). �

3.2. Huet’s Higher-Order Constrained Resolution CR

In this section we transform Huet’s constrained resolution approach (Huet
1972, 1973a) to our uniform notation. The calculus here is the unsor-
ted fragment of the variant of Huet’s approach as presented in Kohlhase
(1994). In the remainder of this paper we refer to this calculus as CR. We
extend (Huet 1972, 1973a) and show that CR is Henkin complete if we
add infinitely many extensionality axioms to the search space.

λ-Conversion. Like R calculus CR assumes that terms, literals, and
clauses are implicitly reduced to β-normal form. Furthermore we assume
that α-equality is treated implicitly, i.e., we identify all terms that differ
only with respect to the names of bound variables.

Clause Normalisation. Huet (1972) does not present clause normalisation
rules but assumes that they are given. Here we employ the rules ¬T , ¬F ,
∨T , ∨F

l , ∨F
r , 
T , and 
F as already defined for calculus R in Section 3.1.

Resolution and Factorisation. As first-order unification is decidable and
unitary it can be employed as a strong filter in first-order resolution
(Robinson 1965). Unfortunately higher-order unification is not decid-
able (cf. Lucchesi 1972; Huet 1973b; Goldfarb 1981) and thus it can
not be applied in the sense of a terminating side computation in higher-
order theorem proving. Huet therefore suggests in Huet (1972, 1973a) to
delay the unification process and to explicitly encode unification prob-
lems occurring during the refutation search as unification onstraints. In
his original approach Huet presented a hyper-resolution rule which sim-
ultaneously resolves on the resolution literals A1, . . .An (1 ≤ n) and
B1, . . .Bm (1 ≤ m) of two given clauses and adds the unification constraint
[�=? (A1, . . .An,B1, . . .Bm)] to the resolvent.

[A1]µ ∨ . . . ∨ [An]µ ∨ C[B1]µ ∨ . . . ∨ [Bm]µ ∨ D
C ∨ D ∨ [�=? (A1, . . .An,B1, . . .Bm)] Hres
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In order to ease the comparison with the two other approaches discussed
in this paper we instead employ a resolution rule Res and a factorisation
rule Fac. Like Hres both rules encode the unification problem to be solved
as a unification constraint.

• Constrained resolution:
[A]µ ∨ C [B]ν ∨ D
C ∨ D ∨ [A �=? B] Res

• Constrained factorisation:
[A]µ ∨ [B]µ ∨ C

[A]µ ∨ C ∨ [A �=? B]F Fac

One can easily prove by induction on n + m that each proof step
applying rule Hres can be replaced by a corresponding derivation employ-
ing Res and Fac. For a formal proof note that the unification constraint
[�=? (A1, . . .An,B1, . . .Bm)] is equivalent to [A1 �=? A2] ∨ [A2 �=?

A3] ∨ . . . ∨ [An−1 �=? An] ∨ [An �=? B1] ∨ [B1 �=? B2] ∨ [B2 �=?

B3] ∨ . . . ∨ [Bn−1 �=? Bn].
Unification and Splitting. Huet (1975) introduces higher-order unifica-
tion and higher-order pre-unification and shows that higher-order pre-
unification is sufficient to verify the soundness of a refutation in which
the occurring unification problems have been delayed until the end. The
higher-order pre-unification rules presented here are discussed in detail
in Benzmüller (1999a). They furthermore closely reflect the rules as
presented in Snyder and Gallier (1989).

• Elimination of trivial pairs: C ∨ [A �=? A]
C Triv

• Decomposition
C ∨ [Aα→β Cα �=? Bα→β Dα]

C ∨ [A �=? B] ∨ [C �=? D] Dec

• Elimination of λ-binders:
(weak functional extensionality)

C ∨ [Mα→β �=? Nα→β]
C ∨ [M sα �=? N sα] Func

sα is a new Skolem term.

• Imitation of rigid heads:
C ∨ [Fγ Un �=? h Vm] G ∈ GBh

γ

C ∨ [F �=? G] ∨ [F Un �=? h Vm] FlexRigid

GBh
γ is the set of partial bindings of type γ for head h as defined in

Snyder and Gallier (1989).

Huet points to the usefulness of eager unification to filter out clauses
with non-unifiable unification constraints or to back-propagate the solu-
tions of easily solvable constraints (e.g., in case of first-order unification
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problems occurring during the proof search). Many of the higher-order uni-
fication problems occurring in practice are decidable and have only finitely
many solutions. Hence, even though higher-order unification is generally
not decidable it is sensible in practice to apply the unification algorithm
with a particular resource4, such that only those unification problems
which may have further solutions beyond this bound need to be delayed.
In our presentation of calculus CR we explicitly address the aspect of
eager unification and substitution by rule Subst. This rule back-propagates
eagerly computed unifiers to the literal part of a clause.

• Eager unification and substitution:

C ∨ [X �=? A] X /∈ free(A)

C[A/X]
Subst

Rule Subst is applicable provided that [X �=? A] is solved with respect
to the other unification constraints in C, i.e., that there is no conflict
with other unification constraints.

The literal heads of our clauses may consist of set variables and it may
be necessary to instantiate them with terms introducing new logical con-
stant at head position in order to find a refutation. Unfortunately not all
appropriate instantiations can be computed with the calculus rules presen-
ted so far. To address this problem Huet’s approach provides the following
splitting rules:

1. Instantiate set variables:
[P A]T ∨ C

[Q]T ∨ [R]T ∨ C ∨ [P A �=? (Qo ∨ Ro)] ST
∨

[P A]µ ∨ C

[Q]ν ∨ C ∨ [P A �=? ¬Qo]
ST F¬

[P A]F ∨ C

[Q]F ∨ C ∨ [P A �=? (Qo ∨ Ro)] SF∨

[R]F ∨ C ∨ [P A �=? (Qo ∨ Ro)]
[P Aα→o]T ∨ C

[Mα→o Z]T ∨ C ∨ [P A �=? 
αM] ST



[P Aα→o]F ∨ C

[Mα→o s]F ∨ C ∨ [P A �=? 
αM] SF



ST

 and SF


 are infinitely branching as they are parameterised over
type α. Qo,Ro,Mα→o, Zα are new variables and sα is a new Skolem
constant.

A theorem which is not refutable in CR if the splitting rules are not
available is ∃Ao.A. After negation this statement normalises to clause C1 :
[A]F , such that none but the splitting rules are applicable. With the help of
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rule ST F
¬ and eager unification, however, we can derive C2 : [A′]T which

is then successfully resolvable against C1.

Extensionality Treatment. On the one hand η-convertibility is built-in in
higher-order unification, such that calculus CR already supports func-
tional extensionality reasoning to a certain extent. On the other hand CR
nevertheless fails to address full extensionality as it does not realise the re-
quired subtle interplay between the functional and Boolean extensionality
principles. For example, without employing additional Boolean and func-
tional extensionality axioms CR cannot prove the rather simple Examples
presented in Sections 4.2, 4.3, and 4.4.

Proof Search. Initially the proof problem is negated and normalised. The
main proof search then operates on the generated clauses by applying the
resolution, factorisation, and splitting rules. Despite the possibility of eager
unification CR generally foresees to delay the higher-order unification
process in order to overcome the undecidability problem. When deriv-
ing an empty clause CR then tests whether the accumulated unification
constraints justifying this particular refutation are solvable. Like R, the
extensionality treatment of CR requires the addition of infinitely many
extensionality axioms to the search space. The following figure graphically
illustrates the main ideas of the proof search in CR.

Completeness Results. Huet (1972, 1973a) analyses completeness of CR
only with respect to Andrews V -complexes, i.e., Huet verifies that the set
of non-refutable sentences in CR is an abstract consistency class for V -
complexes.

THEOREM 8 (V -completeness of CR). The calculus CR is complete with
respect to the notion of V -complexes.

We now extend this result and prove Henkin completeness of calculus
CR.

THEOREM 9 (Henkin completeness of CR). The calculus CR is complete
wrt. Henkin semantics provided that the infinitely many extensionality
axioms are given.
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Proof. Analogously to the proof of Theorem 5 we can reduce the prob-
lem to verifying that the set of non-refutable sentences in R enriched by
the extensionality axioms is an abstract consistency class for Henkin mod-
els. The assertion then follows in an indirect argument employing Theorem
3. In addition to the abstract consistency properties already examined in
Huet (1972, 1973a) for Theorem 8 we have to verify saturatedness, ∇η,
∇b, and ∇q as specified in Definition 1. The proofs of all four statements
are analogous to the corresponding parts in the proof of Theorem 5. For
saturatedness and ∇η we use analogues of Lemmas 6 and 7.

LEMMA 10. Let � be a set of sentences and A,B be sentences. If � ∪
{A} �CR � and � ∪ {B} �CR �, then � ∪ {A ∨ B} �CR �

Proof. Analogous to the proof of Lemma 6. �

LEMMA 11. Let � be a set of sentences and let A,B be sentences in
β-normal form, such that A can be transformed into B by (i) a one step η-
expansion or (ii) a multiple step η-expansion. Then �∪{B} �CR � implies
� ∪ {A} �CR �.

Proof. The proof is analogous to Lemma 7. The main difference is
with regard to the derivability of the clauses Bi from its counterparts Ai

with the help of C1 and C2 obtained from the (suitably instantiated) func-
tional extensionality axioms. It might be the case that the terms T occur
inside flexible literals of the clauses Ai . Resolving these flexible literals
against C1 and C2 results then in flex-flex pairs that cannot be solved
eagerly but have to be delayed. E.g., let Aj (1 ≤ j ≤ n) be of form
[R (p T)]ν ∨ D . Instead of Bj := [R (p (λX T X))]ν ∨ D we can derive
only B ′

j := [Q (λX T X)]ν ∨ D ∨ [Q T �=? R (p (λX T X))]. Hence,
we have to show (in a technically rather complicated inductive proof on the
length of the derivation) that each refutation employing B ′

j can be replaced
by a corresponding one employing Bj . �

3.3. Higher-Order E-Resolution CRE

Some more recent approaches to higher-order theorem proving employ
equational higher-order unification instead of syntactical higher-order uni-
fication in order to ease and shorten proofs on the resolution layer by
relocating particular computation or reasoning tasks to the unification
process. For instance, equational higher-order unification has been invest-
igated within the contexts of higher-order rewriting and narrowing (cf.
Nipkow and Prehofer 1998; Prehofer 1998), and within the context of
restricted higher-order E-resolution (Wolfram 1993).
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In this Section we will sketch a higher-order E-resolution approach
based on calculus CR. In contrast to the other investigated calculi the aim
thereby is not to provide a detailed description of the particular rules and
the functioning of the calculus, but to provide a sufficient basis for the in-
vestigation to what extent equational higher-order unification can improve
the extensionality reasoning in a higher-order theorem prover.

Generally unification of two (or several) terms S and T aims at comput-
ing sets of unifiers, i.e., substitutions σ , such that Sσ equals Tσ (Sσ = Tσ ).
Equational unification thereby extends syntactical unification in the sense
that it tries to equalise Sσ and Tσ modulo a fixed equational theory E

(written as Sσ =E Tσ ) instead of equalising them syntactically. A survey to
unification theory is given in Baader and Siekmann (1994), and Siekmann
(1989).

Within our higher-order context we assume that an equational theory E

is defined by a fixed set of equations between closed λ-terms. For instance,
equations expressing commutativity and associativity of the ∧-operator are
(λXo λYo X∧Y ) = (λXo λYo Y∧X) and (λXo λYo λZo (X∧Y )∧Z) =
(λXo λYo λZo X ∧ (Y ∧ Z)).

And within this particular theory E (to be more precise modulo the
congruence relation defined by this equations) the following two terms are
unifiable by [a/X]: (po→o (bo ∧ Xo) ∧ (Xo ∧ bo)) and (po→o ao ∧ (ao ∧
(bo ∧ bo))).

We want to point out that Huet’s unification approach as presented for
calculus CR is of course not a pure syntactical one as it already takes αβη-
equality into account. We nevertheless call Huet’s approach syntactical
higher-order unification in this paper in order to distinguish it from equa-
tional higher-order unification in the sense of this Subsection, where the
theory E may contain additional higher-order equations.

Several, often restricted, approaches to higher-order E-unification have
been discussed in literature. Wolfram (1993) a general higher-order E-
unification approach which employs higher-order rewriting techniques. An
approach restricted to first-order theories is given in Snyder (1990) and an-
other restricted one, where as much computation as possible is pushed to a
first-order E-unification procedure, is discussed in Qian and Wang (1996)
and Nipkow and Qian (1991). Dougherty and Johann (1992) presents a
restricted combinatory logic approach.

We now sketch our higher-order E-resolution approach CRE .

Clause Normalisation, Resolution and Factorisation, and Splitting. We
assume that calculus CRE coincides with calculus CR in all but the uni-
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fication part. Thus CR provides the clause normalisation, resolution and
factorisation, and splitting rules as introduced in Section 3.2.

Equational Unification. Instead of presenting a concrete set of rules for
higher-order E-unification we refer to the respective approaches given in
Snyder (1990), Nipkow and Qian (1991), Wolfram (1993), and Qian and
Wang (1996). For our investigation of CRE it will be of minor importance
which particular approach we choose and how general this approach is.

Whereas higher-order E-unification can indeed partially improve the
extensionality treatment in CRE , we will present simple theorems in
Section 4 which cannot be proven in CRE (or in any of the related
approaches mentioned above) without additional extensionality axioms.
These counterexamples do not depend on the concrete choice of an
equational theory E.

3.4. Extensional Higher-Order Resolution ER

We now present the extensional higher-order resolution approach as intro-
duced in Benzmüller and Kohlhase (1998a), Benzmüller (1991a). In the
remainder of this paper we refer to this calculus as ER. ER is Henkin
complete without requiring additional extensionality axioms.

λ-Conversion. In contrast to R and CR calculus ER assumes that all terms,
literals, and clauses are implicitly reduced to long βη-normal form.

Clause Normalisation, Resolution and Factorisation, and Unification and
Splitting. ER employs the normalisation rules ¬T ,¬F ,∨T ,∨F

l , ∨F
r ,


T ,

F , the resolution and factorisation rules Res, Fac, and the unification
rules Triv, Dec, Func, FlexRigid, Subst as already defined for calculus CR
in Section 3.2.

Additionally ER employs the infinitely branching unification rule
FlexFlex, which guesses instances in case of flex-flex pairs (cf. Conjecture
13 in Section 3.4).

• Guess
C ∨ [Fγn→α Un = Hδm→α Vm]F G ∈ GBh

γ n→α

C ∨ [F Un = H Vm]F ∨ [F = G]F FlexFlex

GBh

γ n→α
is the set of partial bindings of type γ for a constant h in the

given signature.

The splitting rules presented for CR in Section 3.2 are replaced in
ER by the more elegant primitive substitution rule as first introduced by
Andrews (1989).
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• Primitive substitution
[Qγ Uk]α ∨ C P ∈ GB{¬,∨}∪{
β |β∈T }

γ

[Qγ Uk]α ∨ C ∨ [Q = P]F Prim

GB{¬,∨}∪{
β |β∈T }
γ is the set of partial bindings of type o for a logical

constant in the signature.

Extensionality Treatment. Instead of adding infinitely many extensional-
ity axioms to the search space CR provides two new extensionality rules
which closely connect refutation search and eager unification. The idea
is to allow for recursive calls from higher-order unification to the over-
all refutation process. This turns the rather weak syntactical higher-order
unification approach considered so far into a most general approach for
dynamic higher-order theory unification.

• Unification and equivalence:
C ∨ [Mo �=? No]
C ∨ [Mo ⇔ No]F Equiv

• Unification and Leibniz equality:
C ∨ [Mα �=? Nα]

C ∨ [∀Pα→o P M ⇒ P N]F Leib

Proof Search. Initially the proof problem is negated and normalised. The
main proof search then closely interleaves the refutation process on res-
olution layer and unification, i.e., the main proof search rules Res, Fac,
and Prim and the unification rules are integrated at a common conceptual
level. The calls from unification to the overall refutation process with rules
Leib and Equiv introduce new clauses into the search space which can be
resolved against already given ones.

This close interplay between unification and refutation search com-
pensates the infinitely many extensionality axioms required in R and CR
by a more goal-directed approach to full extensionality reasoning.

The following picture graphically illustrates the main ideas of the proof
search in ER.

Completeness Results. Henkin completeness of the presented approach
with rule FlexFlex is analysed in detail in Benzmüller (1999a) and
Benzmüller and Kohlhase (1998a). Here we only mention the main result:

THEOREM 12 (Henkin completeness of ER). The calculus ER is com-
plete with respect to Henkin semantics.
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Benzmüller (1999a) presents but does not prove the following interest-
ing claims which are of major practical importance as they will lead to an
enormous reduction of the search spaces in ER.

CONJECTURE 13 (FlexFlex-rule is not needed). Rule FlexFlex can be
avoided in ER without affecting Henkin completeness.

CONJECTURE 14 (Base type restriction of rule Leib). Rule Leib can be
restricted to base types α in ER without affecting Henkin completeness.

4. EXAMPLES

In this section we compare the extensionality treatment provided by the
calculi R, CR, CRE , and ER with the help of simple examples. Des-
pite their simplicity the latter two of these examples are nevertheless
challenging with respect to their automisation in a higher-order theorem
prover.

4.1. η-Equality

EXAMPLE 15. fι→ι
.= λXι f X

Solution in R. In order to prove Example 15, which normalises after
negation and expansion of Leibniz equality to C1 : [q f ]F and C2 :
[q (λX f X)]T where q(ι→ι)→o is a new Skolem term, we first have to
appropriately instantiate the two functional extensionality clauses Eα→β

1

and Eα→β

2 with the help of rule Sub:

E ι→ι
1 : [p (f s)]T ∨ [Q f ]F ∨ [Q (λX f X)]T

E ι→ι
2 : [p (f s)]F ∨ [Q f ]F ∨ [Q (λX f X)]T

Employing cut and simplification we can derive

C3 : [Q f ]F ∨ [Q (λX f X)]T

which corresponds to the Leibniz equation between f and (λX f X).
With rule Sub we then substitute the term λMι→ι ¬(q M) for the predicate
variable Q, re-normalise the generated pre-clause, and obtain

C4 : [q f ]T ∨ [q (λX f X)]F



APPROACHES TO HIGHER-ORDER THEOREM PROVING 223

By applying the cut rule to C4,C1, and C2 we then derive �.

Solution in CR, CRE , and ER. We first sketch the proof of Example 15
in CR. Initially we resolve on C1 : [q f ]F and C2 : [q (λX f X)]T and
thereby obtain the unification constraint C3 : �∨[f �=? (λX f X)]F . The
η-equality of the two unification terms is shown with the help of the uni-
fication rule Func which derives the trivial unification constraint C4 : � ∨
[f s �=? f s]F (where sι is new Skolem term). This unification constraint
can be subsequently eliminated with rule Triv. Our examples illustrates
higher-order unification already addresses weak functional extensionality
(η-equality).

An analogous refutation can clearly be employed in calculus CRE as
weak functional extensionality is built-in in higher-order E-unification as
well.

Example 15 is trivially solvable in ER due to the fact that we implicitly
assume all terms to be in long βη-normal form, i.e., the clauses to be
refuted are C1 : [q(λX fX)]F and C2 : [q(λX fX)]T . Clearly, when
considering long βη-normal forms instead of β-normal forms the problem
is trivially solvable in calculi R, CR, and CRE as well.

4.2. Set Descriptions

In higher-order logic sets can be elegantly encoded by characteristic func-
tions. An interesting problem then is to investigate whether two encodings
describe the same set. The following trivial example demonstrates the
importance of the extensionality principles for this purpose.

EXAMPLE 16. The set of all red balls equals the set of all balls that are
red: {X|red X ∧ ball X} = {X|ball X ∧ red X}. This problem can be
encoded as (λXι red X ∧ ball X) = (λXι ball X ∧ red X).

Negation, expansion of Leibniz equality, and clause normalisation leads
to the following clauses (where p(ι→o)→o is a new Skolem constant):

C1 : [p (λX red X ∧ ball X)]F C2 : [p (λX ball X ∧ red X)]T

Solution in R. As no rule is applicable to C1 and C2 Example 16 is not
refutable in R without employing extensionality axioms. The only way to
derive a contradiction is to employ suitable instances of the extensionality
clauses in a rather complicated derivation:

1. With rule Sub instantiate the Boolean extensionality axioms Eo
1 and Eo

2
with the terms (red Y ∧ ball Y ) and (ball Y ∧ red Y ) for variables A
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and B. By normalising and employing simplification exhaustively to
the resulting pre-clauses we obtain among others:

C3 : [red Y ]F ∨ [ball Y ]F ∨ [P F1]F ∨ [P G1]T
C4 : [red Y ]T ∨ [P F1]F ∨ [P G1]T
C5 : [ball Y ]T ∨ [P F1]F ∨ [P G1]T

where F1 stands for the term (red Y ∧ ball Y ) and G1 for (ball Y ∧
red Y ).
From C3–C5 we derive C6 : [P F1]F ∨ [P G1]T by cut and
simplification, where C6 corresponds to the clause normal form of
∀Y ((λX red X ∧ ball X) Y )

.= ((λX ball X ∧ red X) Y ).
2. With rule Sub we now instantiate the functional extensionality axioms

E ι→o
1 and E ι→o

2 with terms F2 := (λX red X ∧ ball X) for variable F

and G2 := (λX ball X ∧ red X) for variable G.

C7 : [q (red s ∧ ball s)]T ∨ [Q F2]F ∨ [Q G2]T
C8 : [q (ball s ∧ red s)]F ∨ [Q F2]F ∨ [Q G2]T

3. Applying substitution [(λZ q Z)/P, s/Y ] with rule Sub to clause C6

leads to:

C9 : [q (red s ∧ ball s)]F ∨ [q (ball s ∧ red s)]T

Applying cut and simplification we combine the results of the above
steps and derive from C7, C8, and C9

C10 : [Q (λX red X ∧ ball X)]F ∨ [Q (λX ball X ∧ red X)]T

which represent the Leibniz equation between (λX red X ∧ ball X)

and (λX ball X ∧ red X). With the help of C1 and C2 we can now
derive � after appropriately instantiating C10 with [p/Q].

Note that in Steps 1 and 2 we had to guess the right instantiations of the
extensionality axioms and to apply non-goal directed forward reasoning.

Solution in CR. The only rule that is applicable to C1 and C2 in calculus
CR is the resolution rule Res leading to the following unification constraint

C3 : � ∨ [p (λX red X ∧ ball X) �=? p (λX ball X ∧ red X)]
As this unification constraint is obviously not solvable by syntactical
higher-order unification we cannot find a refutation on this derivation path.

As in calculus R the only way to find a refutation is to guess appropri-
ate instances of the extensionality axioms and to derive from them clause
C10 representing the Leibniz equation between (λX red X ∧ ball X) and
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(λX ball X ∧ red X). A concrete derivation can be carried out analog-
ously to the above derivation in R. The only difference is that we employ
resolution and factorisation instead of cut and simplification. In contrast
to R we thereby gain additional guidance with respect to finding some
of the required instantiations when combining the resolution/factorisation
steps with eager unification attempts. But note that this only holds for the
instantiation of non-formulas, e.g., as given in Step 3. The key step in
the proof, namely the instantiation of the extensionality axioms in Step 1
with appropriate formulas as arguments, is not supported by unification.
Instead the splitting rules have to be employed in order to guess the right
instances. The problem with the splitting rules (or analogously the primit-
ive substitution rule) is that each application introduces new clauses with
flexible literals into the search space (in case of ST


 and SF

 even infinitely

many) such that the splitting rules become recursively applicable to the
new clauses as well.

Consequently, the extensionality treatment in CR is analogously to the
one in R rather hard to guide in practice. Overwhelming the search space
with extensionality clauses and applying forward reasoning to them fur-
thermore principally contrasts the intended character of resolution based
theorem proving.

Solution in CRE . Analogous to the unsuccessful initial attempt in CR we
first resolve between C1 and C2 and obtain

C3 : � ∨ [p (λX red X ∧ ball X) �=? p (λX ball X ∧ red X)]

Whereas syntactical unification as employed in CR clashes on this uni-
fication constraint, calculus CRE can solve this E-unification problem
provided that the employed E-unification algorithm covers associativity
of the ∧-operator (i.e., E |= (λXo λYo X ∧ Y ) = (λXo λYo Y ∧ X)).

Hence, depending on the peculiarity of unification theory E calculus
CRE can provide more goal directed solutions to particular examples and
avoid applications of the extensionality axioms. However, the examples
below will demonstrate that E-unification does not provide a general
solution.

Solution in ER. Calculus ER provides another goal directed solution
avoiding the extensionality axioms. Instead of employing equational uni-
fication calculus ER analyses the unifiability of the unification constraint
C3 with the help of a recursive call from within its unification algorithm
to its own overall refutation process. Clearly, this idea can be seen as a
very general form of equational unification, namely equational unification
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modulo the theory defined by the given clause context and full higher-order
logic.

Like above we initially resolve between C1 and C2 and obtain clause
C3. Then we transform C3 with the unification rules Dec and Func into

C4 : � ∨ [red s ∧ ball s �=? ball s ∧ red s]

and apply a recursive call to the overall refutation process with the
Boolean extensionality rule Equiv. After normalisation and elimination of
identical literals we thereby obtain the following trivially refutable set of
propositional clauses

C5 : [red s]F ∨ [ball s]F C6 : [red s]T C7 : [ball s]T

4.3. Reasoning with Classical Logic

The following theorem states that all unary logical operators Oo→o which
map the propositions a and b to � consequently also map a ∧ b to �.

EXAMPLE 17. ∀Oo→o (O ao) ∧ (O bo) ⇒ (O (ao ∧ bo)).

Negation and normalisation leads to (oo→o is a Skolem constant for O)

C1 : [o a]T C2 : [o b]T C3 : [o (a ∧ b)]F

Solution in R. Obviously there is no rule applicable to C1 – C3. As in
Section 4.2 we are forced to appropriately instantiate the extensionality
axioms. In particular we employ the following two instantiations of the
Boolean extensionality principle EXT

.=
o :

(a ⇔ (a ∧ b)) ⇔ (a
.=o

(a ∧ b))

and

(b ⇔ (a ∧ b)) ⇔ (b
.=o

(a ∧ b))

That means we guess the substitutions [a/A, (a∧b)/B], [b/A, (a∧b)/B]
and then instantiate the Boolean extensionality clauses Eo

1 and Eo
2 with rule

Sub. From the instantiated clauses we can now derive

C4 : [P a]F ∨ [P (a ∧ b)]T ∨ [Q b]F ∨ [Q (a ∧ b)]T



APPROACHES TO HIGHER-ORDER THEOREM PROVING 227

which represents that (a
.= (a ∧ b)) ∨ (b

.= (a ∧ b)). By instantiating P

and Q with o and simplification we obtain:

C5 : [o a]F ∨ [o b]F ∨ [o (a ∧ b)]T

Resolving against C1, C2, and C3 leads to �.

Solution in CR and CRE . There are only two possible proof steps at
the very beginning: resolve between C1 and C3 and between C2 and C3.
Thereby we get

C4 : � ∨ [p a �=? p (a ∧ b)] C5 : � ∨ [p b �=? p (a ∧ b)]

Both unification constraints are neither solvable by syntactical higher-
order unification nor by higher-order E-unification.

Successful refutations in CR and CRE therefore require the application
of appropriately instantiated extensionality clauses as demonstrated within
the refutation in calculus R above. Note that higher-order (E-)unification
does not even provide any support for choosing the right instantiations of
the extensionality axioms.

Hence both calculi, CR as well as CRE , cannot be Henkin complete
without additional extensionality axioms.

Solution in ER. ER allows for a straightforward refutation of the clauses
C1 – C3. Like in CR and CRE the only possible steps at the beginning are
to resolve between C1 and C3 and between C2 and C3. Thereby we get

C4 : � ∨ [p a �=? p (a ∧ b)] C5 : � ∨ [p b �=? p (a ∧ b)]

Decomposing both the unification constraints in both clauses leads to

C6 : � ∨ [a �=? (a ∧ b)] C7 : � ∨ [b �=? (a ∧ b)]

When regarding both unification constraints isolated they are obviously
neither syntactically nor semantically solvable. When considering them
simultaneously, however, it is easy to see that at least one of both uni-
fication constraints must be solvable. Such a non-constructive reasoning
on the simultaneous solvability/non-solvability of unification constraints
is handled in ER by recursive calls from unification to the overall proof
search. In this sense ER intuitively first assumes that the unification
constraints are simultaneously not solvable and then tries to refute this
assumption. More concretely, the recursive calls with rule Equiv applied
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to C6 and C7 introduce after normalisation and factorisation the follow-
ing clauses into the search space (note the importance of the fact that the
generated clauses are analysed in a common context):

C5 : [a]F ∨ [b]F C6 : [a]T ∨ [b]T C7 : [a]T C8 : [b]T

Clauses C5–C8 can be refuted immediately, which contradicts the as-
sumption of the simultaneous semantical non-unifiability of the unification
constraints in C6 and C7. Hence, either C6 or C7 must already be the empty
clause, which justifies the proof.

4.4. Mappings from Booleans to Booleans

We already mentioned in Section 2.3 that in Henkin semantics the do-
main Do of all Booleans contains exactly the truth values ⊥ and �.
Consequently the domain of all mappings from Booleans to Booleans
contains exactly5 the denotations of the following four functions: λXo Xo,
λXo ¬Xo , λXo ⊥, and λXo �. This theorem can be formulated as follows
(where fo→o is a constant):

(f = λXo Xo) ∨ (f = λXo ¬Xo) ∨ (f = λXo ⊥) ∨ (f = λXo �)

By unfolding the definition of Leibniz equality, negating the theorem,
and applying clause normalisation we obtain the following clauses (where
p1, . . . , p4 are Skolem constants):

D1 : [p1 f ]T D2 : [p1 λXo Xo]F D3 : [p2 f ]T D4 : [p2 λXo ¬Xo]F

D5 : [p3 f ]T D6 : [p3 λXo ⊥]F D7 : [p4 f ]T D8 : [p4 λXo �]F

Solution in R, CR, and CRE . As the reader may easily check, none of the
applicable resolution steps leads to a unification constraint that is solvable
by higher-order unification or higher-order E-unification (independent
from theory E).

In order to find a refutation appropriate instances of the extensionality
principles are needed, just as illustrated in the previous example. Because
of lack of space we do not present the quite lengthy refutation here.

Solution in ER. In ER we can find the following goal directed refutation
of the clauses D1, . . . ,D8. We first resolve between the related clauses
D1 and D2, D3 and D4, D5 and D6, and D7 and D8, and immediately
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decompose the head symbols in the unification pairs. Thereby we obtain
the following four clauses consisting of exactly one unification constraint.

C1 : [p = λx x]F C2 : [p = λx ¬x]F C3 : [p = λx ⊥]F

C4 : [p = λx �]F

Whereas none of these unification constraints is solvable taken alone
(even not by E-unification), it is possible in calculus ER to refute the
assumption that these unification constraints are simultaneously not solv-
able. Like in the previous example the idea of the following derivation is to
show that always one of these unification constraints must be solvable even
though one cannot specify which one. The proof presented here has been
automatically generated by the prototypical higher-order theorem prover
LEO (Benzmüller and Kohlhase 1998b) (which implements calculus ER)
within 25 seconds on a Pentium II with 400MHz. Each line presented be-
low introduces a new clause (the line numbering thereby corresponds to the
clause numbering) by applying the specified calculus rules to previously
derived clauses. For instance, line 32 describes that clause C32 is derived
from clauses C17 and C16 by resolution with rule Res and immediate elim-
ination of trivial unification constraints with rule Triv. In the proof below
s1, . . . , s4 are new Skolem constants of Boolean type introduced by the
functional extensionality rule Func at the very beginning of the refutation.

5 : Func(C4) C5 : [(p s3) = �]F
6 : Func(C3) C6 : [(p s2) = ⊥]F
7 : Func(C2) C7 : [(p s4) = (¬ s4)]F
8 : Func(C1) C8 : [(p s1) = s1)]F

10 : Equiv+Cnf(C5) C10 : [(p s3)]F
13 : Equiv+Cnf(C6) C13 : [(p s2)]T
16 : Equiv+Cnf(C7) C16 : [s4]T ∨ [(p s4)]F
17 : Equiv+Cnf(C7) C17 : [(p s4)]T ∨ [s4]F
20 : Equiv+Cnf(C8) C20 : [(p s1)]F ∨ [s1]F
21 : Equiv+Cnf(C8) C21 : [s1]T ∨ [(p s1)]T
32 : Res+Triv(C17; C16) C32 : [(p s4)]T ∨ [(p s4)]F
36 : Res(C20;C17) C36 : [s4]F ∨ [s1]F ∨ [(p s1) = (p s4)]F
42 : Dec(C36) C42 : [s1]F ∨ [s4]F ∨ [s1 = s4]F
56 : Equiv+Cnf(C42) C56 : [s1]F ∨ [s4]F
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76 : Res(C32;C21) C76 : [s1]T ∨ [(p s4)]T ∨ [(p s4) = (p s1)]F
85 : Dec(C76) C85 : [(p s4)]T ∨ [s1]T ∨ [s4 = s1]F
134 : Equiv+Cnf(C85) C134 : [(p s4)]T ∨ [s1]T ∨ [s4]T
141 : Res+Triv(C56; C16) C141 : [(p s4)]F ∨ [s1]F
144 : Res+Triv(C56; C21) C144 : [(p s1)]T ∨ [s4]F
163 : Res+Triv(C141;C21) C163 : [(p s1)]T ∨ [(p s4)]F
211 : Res(C163;C13) C211 : [(p s1)]T ∨ [(p s4) = (p s2)]F
237 : Dec(C211) C237 : [(p s1)]T ∨ [s4 = s2]F
250 : Res+Triv(C134;C16) C250 : [s4]T ∨ [s1]T
255 : Res+Triv(C134;C17) C255 : [s1]T ∨ [(p s4)]T
387 : Res+Triv(C255;C20) C387 : [(p s4)]T ∨ [(p s1)]F
458 : Res(C387;C10) C458 : [(p s1)]F ∨ [(p s4) = (p s3)]F
459 : Res(C387;C13) C459 : [(p s4)]T ∨ [(p s1) = (p s2)]F
492 : Dec(C458) C492 : [(p s1)]F ∨ [s4 = s3]F
493 : Dec(C459) C493 : [(p s4)]T ∨ [s1 = s2]F
519 : Equiv+Cnf(C493) C519 : [(p s4)]T ∨ [s1]F ∨ [s2]F
523 : Equiv+Cnf(C492) C523 : [(p s1)]F ∨ [s4]F ∨ [s3]F
558 : Res+Triv(C519;C141) C558 : [s2]F ∨ [s1]F
592 : Res+Triv(C558;C21) C592 : [(p s1)]T ∨ [s2]F
610 : Res+Triv(C558;C250) C610 : [s4]T ∨ [s2]F
664 : Res(C592;C10) C664 : [s2]F ∨ [(p s1) = (p s3)]F
706 : Dec(C664) C706 : [s2]F ∨ [s1 = s3]F
783 : Res+Triv(C523;C144) C783 : [s3]F ∨ [s4]F
820 : Res+Triv(C783;C610) C820 : [s2]F ∨ [s3]F
824 : Res+Triv(C783;C16) C824 : [(p s4)]F ∨ [s3]F
912 : Res(C824;C13) C912 : [s3]F ∨ [(p s4) = (p s2)]F
952 : Dec(C912) C952 : [s3]F ∨ [s4 = s2]F
1078 : Equiv+Cnf(C952) C1078 : [s2]T ∨ [s4]T ∨ [s3]F
1144 : Res+Triv(C1078;C783) C1144 : [s2]T ∨ [s3]F
1218 : Res+Triv(C1144;C820) C1218 : [s3]F
1302 : Equiv+Cnf(C706) C1302 : [s3]T ∨ [s1]T ∨ [s2]F
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1363 : Res+Triv(C1302;C558) C1363 : [s3]T ∨ [s2]F
1377 : Res+Triv(C1363;C1218) C1377 : [s2]F
1454 : Equiv+Cnf(C237) C1454 : [(p s1)]T ∨ [s2]T ∨ [s4]T
1502 : Res+Triv(C1454;C144) C1502 : [s2]T ∨ [(p s1)]T
1521 : Res+Triv(C1502;C1377) C1521 : [(p s1)]T
1560 : Res(C1521;C10) C1560 : [(p s1) = (p s3)]F
1565 : Res+Triv(C1521;C20) C1565 : [s1]F
1576 : Dec(C1560) C1576 : [s1 = s3]F
1643 : Equiv+Cnf(C1576) C1643 : [s3]T ∨ [s1]T
1646 : Res+Triv(C1643;C1218) C1646 : [s1]T
1655 : Res+Triv(C1646;C1565) C1655 : �

4.5. Additional Examples and Case Studies

Benzmüller (1999a) discusses several additional examples that require full
extensionality reasoning – such as the following example on sets:

℘(∅) = {∅}
It furthermore reports on case studies with the higher-order theorem prover
LEO (Benzmüller and Kohlhase 1998) that demonstrate the feasibility of
calculus ER in practice.

5. RELATED WORK

Related to calculus CR is the higher-order resolution approach of Jensen
and Pietrzykowski (1972, 1976) which also employs a higher-order uni-
fication algorithm in order to guide the proof search. The undecidability
problem of higher-order unification is thereby tackled by dove-tailing the
generation of resolvents. Like CR this approach requires the extensionality
axioms in the search space to ensure Henkin completeness.

Kohlhase (1994) presents a sorted variant of Huet’s constrained resolu-
tion approach. Kohlhase (1995) discusses a higher-order tableaux calculus
that is quite closely related to calculus ER, as it already introduces addi-
tional calculus rules in order to improve its extensionality treatment. As
is illustrated in detail in Benzmüller (1999a) the presented extensionality
rules are unfortunately not sufficient to completely avoid additional exten-
sionality axioms. The first sufficient set of extensionality rules in this sense
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is presented in Benzmüller (1997), which introduces a variant of calculus
ER as presented here.

The theorem proving modulo approach described in Dowek et al. (1998)
is a way to remove computational arguments from proofs by reasoning
modulo a congruence on propositions that is handled via rewrite rules and
equations. In their paper the authors present a higher-order logic as a theory
modulo.

Equality is usually treated as a defined notion in approaches and
systems for automated higher-order theorem proving. This is probably
the main reason why the problem of mechanising primitive equality in
higher-order logic while preserving Henkin completeness has rarely been
addressed in literature so far. Approaches to integrate primitive equality in
a Henkin complete higher-order theorem proving approach are discussed
in Snyder and Lynch (1991), Benzmüller (1999a, b). Of course, the field
of higher-order term rewriting and narrowing (Prehofer 1998; Nipkow and
Prehofer 1998; Nipkow 1995) is very active. But calculi developed in this
context typically only address functional extensionality and do not focus
on the subtle interplay between functional and Boolean extensionality that
is required in a Henkin complete theorem proving approach.

The most powerful automated higher-order theorem prover currently
available is (to the best knowledge of the author) the TPS-system (Andrews
1996) which employs the mating method (Andrews 1976) as inference
mechanism. TPS employs a clever extensionality pre-processing mechan-
ism which transforms embedded equations in input formulas into more
appropriate ones in order to avoid later applications of the extensionality
axioms. However, this does not provide a general solution and many theor-
ems requiring non-trivial extensionality reasoning, such as Examples 3.4
and 4.4, cannot be proven this way.

6. CONCLUSION

In this paper we investigated four approaches to resolution based higher-
order theorem proving: Andrews’ higher-order resolution approach R,
Huet’s constrained resolution approach CR, higher-order E-resolution
CRE , and extensional higher-order resolution ER. Thereby we focused
on the extensionality treatment of these approaches and pointed to the
crucial role of full extensionality for ensuring Henkin completeness. The
investigated examples demonstrate that simply adding (infinitely many)
extensionality axioms to the search space – as suggested for R and CR
– increases the amount of blind search and is thus rather infeasible in
practice.
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Whereas higher-order E-unification and E-resolution indeed improves
the situation in particular contexts, it does still not provide a general
solution.

Calculus ER is the sole studied approach that can completely avoid
the extensionality axioms. It’s extensionality treatment is based on goal
directed extensionality rules which closely connect the overall refutation
search with unification by allowing for mutual recursive calls. This suitably
extends the higher-order E-unification and E-resolution idea, as it turns
the unification mechanism into a most general, dynamic theory unifica-
tion mechanism. Unification may now itself employ a Henkin complete
higher-order theorem prover as a subordinated reasoning system and the
considered theory (which is defined by the sum of all clauses in the actual
search space) dynamically changes. Due to the close connection of unific-
ation and refutation search it is even possible in ER to realise a kind of
non-constructive reasoning on E-unifiability, as was demonstrated in this
paper.
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NOTES

1. Conjunction elimination is provided by the rules ∨F
l and ∨F

r . We note that conjunction
is defined with the help of disjunction and negation; cf. Section 2.1.

2. Existential elimination is realised by the rule 
F . For this note that existential
quantification is defined with the help of universal quantification (and universal
quantification with the help of 
); cf. Section 2.1.

3. It is still an open problem whether it is possible to restrict the required instances of the
functional extensionality axioms in dependence of a given proof problem.

4. One may choose a bound on the allowed number of nested branchings in the search
tree with rule FlexRigid.

5. Since Do contains two elements, Do→o contains in each Henkin model at most four
elements. And because of the requirement, that the function domains in Henkin models
must be rich enough such that every term has a denotation, it follows that Do→o

contains exactly the pairwise distinct denotations of the four presented function terms.
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Abstract. This paper presents two approaches to primitive equality
treatment in higher-order (HO) automated theorem proving: a calculus
EP adapting traditional first-order (FO) paramodulation [RW69] , and
a calculus ERUE adapting FO RUE-Resolution [Dig79] to classical type
theory, i.e., HO logic based on Church’s simply typed λ-calculus. EP and
ERUE extend the extensional HO resolution approach ER [BK98a]. In
order to reach Henkin completeness without the need for additional ex-
tensionality axioms both calculi employ new, positive extensionality rules
analogously to the respective negative ones provided by ER that operate
on unification constraints. As the extensionality rules have an intrinsic
and unavoidable difference-reducing character the HO paramodulation
approach loses its pure term-rewriting character. On the other hand ex-
amples demonstrate that the extensionality rules harmonise quite well
with the difference-reducing HO RUE-resolution idea.

1 Introduction

Higher-Order (HO) Theorem Proving based on the resolution method has been
first examined by Andrews [And71] and Huet [Hue72]. Whereas the former avoids
unification the latter generally delays the computation of unifiers and instead
adds unification constraints to the clauses in order to tackle the undecidability
problem of HO unification. More recent papers concentrate on the adaption of
sorts [Koh94] or theory unification [Wol93] to HO logic. Common to all these
approaches is that they do not sufficiently solve the extensionality problem in
HO automated theorem proving, i.e., all these approaches require the exten-
sionality axioms to be added into the search space in order to reach Henkin
completeness (which is the most general notion of semantics that allows com-
plete calculi [Hen50]). This leads to a search space explosion that is awkward
to manage in practice. A solution to the problem is provided by the extensional
HO resolution calculus ER [BK98a]. This approach avoids the extensionality ax-
ioms and instead extends the syntactical (pre-)unification process by additional
extensionality rules. These new rules allow for recursive calls during the (pre-)
unification process to the overall refutation search whenever pure syntactical
HO unification is too weak to show that two terms can be equalised modulo the
extensionality principles. ER has been implemented in Leo [BK98b] and case
studies have demonstrated its suitability, especially for reasoning about sets.

There are many possibilities to improve the extensional HO resolution ap-
proach and the probably most promising one concerns the treatment of equal-
ity. ER assumes that equality is defined by the Leibniz principle (two things

H. Ganzinger (Ed.): CADE-16, LNAI 1632, pp. 399–413, 1999.
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are equal iff they have the same properties) or by any other valid definition
principle, and thus provides no support for primitive equality. But a primitive
equality treatment seems to be more appropriate as it avoids the many flexi-
ble literals introduced when using defined equality, which unfortunately increase
the amount of blind search with ER’s primitive substitution rule Prim. There-
fore we adapt two well known first-order (FO) approaches to primitive equality:
the paramodulation approach [RW69] (the basis of many successful refinements
such as the superposition approach) and the RUE-resolution approach [Dig79]
(a generalisation of E-resolution [Dar68]). The main goal thereby is to preserve
Henkin completeness. We will show that therefore positive extensionality rules
are needed (which operate on positive equation literals) as in contrast to FO
logic single positive equations can be contradictory by themselves in HO logic.1

This paper summarises the Chapt. 6, 7, and 8 of [Ben99] and because of lack
of space the preliminaries and the formal proofs can only be sketched here.

The preliminaries are concisely presented in Sect. 2 and calculus ER is re-
viewed in 3. Section 4 discusses interesting aspects on primitive and defined equa-
lity, before the extensional HO paramodulation calculus EP and the extensional
HO RUE-resolution approach ERUE are discussed in 5 and 6. Both approaches
are briefly compared by examples in 7 and the conclusion is presented in 8.

2 Higher-Order (HO) Logic

We consider a HO logic based on Church’s simply typed λ-calculus [Chu40] and
choose BT := {ι, o} as base types, where ι denotes the set of individuals and
o the set of truth values. Functional types are inductively defined over BT . A
signature Σ (Σ=) contains for each type an infinite set of variables and con-
stants and provides the logical connectives ¬o→o, ∨o→o→o, and Π(α→o)→o (ad-
ditionally =α := =α→α→o) for every type α. The set of all Σ-terms (closed
Σ-terms) of type α is denoted by wffα (cwffα). Variables are printed as upper-
case (e.g. Xα), constants as lower-case letters (e.g. cα) and arbitrary terms
appear as bold capital letters (e.g. Tα). If the type of a symbol is uniquely
determined by the given context we omit it. We abbreviate function applica-
tions by hα1→···→αn→β Un

αn
, which stands for (· · · (hα1→···→αn→β U1

α1
) · · ·Un

αn
).

For α-, β-, η-, βη-conversion and the definition of βη- and head-normal form
(hnf ) for a term T we refer to [Bar84] as well as for the definition of free vari-
ables, closed formulas, and substitutions. Unification and sets of partial bind-
ings ABh

γ are well explained in [SG89]. An example for a pre-clause, i.e., not
in proper clause normal form, consisting of a positive literal, a negative lit-
eral, and a special negative equation literal (also called unification constraint)
is C : [¬(Pι→o Tι)]T ∨ [hγ→o Y n

γn
]F ∨ [Qι→ι aι = Yι→ι bι]F . The corresponding

proper clause, i.e., properly normalised, is C′ : [P T]F ∨ [h Y n]F ∨ [Q a = Y b]F .
The unification constraint in C and C′ is called a flex-flex pair as both unification
terms have flexible heads. A clause is called empty, denoted by �, if it consists
1 Consider, e.g. the positive literal [ao = ¬ao]

T or [G X = f ]T (resulting from the
following formulation of Cantor’s theorem: ¬∃Gι→ι→o ∀Pι→o ∃Xι G X = P ).
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only of flex-flex unification constraints. A clause C1 generalises a clause C2, iff
there is a substitution σ, such that the βη-normal form of σ(C1) is an α-variant
of the βη-normal form of C2.

A calculus R provides a set of rules {rn| 0 < n ≤ i} defined on clauses. We
write Φ �rn C (C′ �rn C) iff clause C is the result of an one step application of rule
rn ∈ R to premise clauses C′

i ∈ Φ (to C′ respectively). Multiple step derivations
in calculus R are abbreviated by Φ1 �R Φk (or C1 �R Ck).

A standard model for HOL provides a fixed set Dι of individuals, and a set
Do := {�,⊥} of truth values. The domains for functional types are defined in-
ductively: Dα→β is the set of all functions f :Dα → Dβ. Henkin models only
require that Dα→β has enough members that any well-formed formula can be
evaluated. Thus, the generalisation to Henkin models restricts the set of valid
formulae sufficiently, such that complete calculi are possible. In Henkin and
standard semantics Leibniz equality ( .

=
α

:= λXα λYα ∀Pα→o PX ⇒ PY ) de-
notes the intuitive equality relation and the functional extensionality principles
(∀Mα→β ∀Nα→β (∀X (MX) = (NX)) ⇔ (M = N)) as well as the Boolean exten-
sionality principle (∀Po ∀Qo (P = Q) ⇔ (P ⇔ Q)) are valid (see [Ben99,BK97]).
Satisfiability and validity (M |= F or M |= Φ) of a formula F or set of formulas
Φ in a model M is defined as usual.

The completeness proofs employ the abstract consistency method of [BK97]&
[Ben99] which extends Andrews’ HO adaptation [And71] of Smullyan’s approach
[Smu63] to Henkin semantics. Here we only mention the two main aspects:

Definition 1 (Acc for Henkin Models). Let Σ be a signature and ΓΣ a class
of sets of Σ-sentences. If the following conditions (all but ∇∗

e ) hold for all A, B ∈
cwffo, F, G ∈ cwffα→β, and Φ ∈ ΓΣ, then we call ΓΣ an abstract consistency
class for Henkin models with primitive equality, abbreviated by Acc=

(resp. abstract consistency class for Henkin models, abbreviated by Acc).

Saturated Φ ∪ {A} ∈ ΓΣ or Φ ∪ {¬A} ∈ ΓΣ .

∇c If A is atomic, then A /∈ Φ or ¬A /∈ Φ.

∇¬ If ¬¬A ∈ Φ, then Φ ∪ {A} ∈ ΓΣ .

∇f If A ∈ Φ and B is the βη-normal form of A, then Φ ∪ {B} ∈ ΓΣ .

∇∨ If A ∨ B ∈ Φ, then Φ ∪ {A} ∈ ΓΣ or Φ ∪ {B} ∈ ΓΣ .

∇∧ If ¬(A ∨ B) ∈ Φ, then Φ ∪ {¬A,¬B} ∈ ΓΣ .

∇∀ If ΠαF ∈ Φ, then Φ ∪ {F W} ∈ ΓΣ for each W ∈ cwffα.

∇∃ If ¬ΠαF ∈ Φ, then Φ ∪ {¬(F w)} ∈ ΓΣ for any new constant w ∈ Σα.

∇b If ¬(A
.
=

o
B) ∈ Φ, then Φ ∪ {A,¬B} ∈ ΓΣ or Φ ∪ {¬A,B} ∈ ΓΣ .

∇q If ¬(F
.
=

α→β
G) ∈ Φ, then Φ ∪ {¬(F w

.
=

β
G w)} ∈ ΓΣ for any new constant

w ∈ Σα.

∇r
e ¬(Aα = A) /∈ Φ. ∇s

e If F[A]p ∈ Φ and A = B ∈ Φ, then Φ ∪ {F[B]p} ∈ ΓΣ.2

Theorem 1 (Henkin Model Existence). Let Φ be a set of closed Σ-formulas
(Σ=-formulas), ΓΣ (ΓΣ=) be an Acc (Acc=) and Φ ∈ ΓΣ. There exists a Henkin
model M, such that M |= Φ.
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C ∨ [A ∨ B]T

C ∨ [A]T ∨ [B]T
∨T

C ∨ [A ∨ B]F

C ∨ [A]F
∨F

l

C ∨ [A ∨ B]F

C ∨ [B]F
∨F

r

C ∨ [¬A]T

C ∨ [A]F
¬T

C ∨ [¬A]F

C ∨ [A]T
¬F

C ∨ [ΠγA]T Xγ new variable

C ∨ [A X ]T
ΠT

C ∨ [ΠγA]F skγ is a Skolem term for this clause

C ∨ [A skγ ]F
ΠF

Fig. 1. Clause Normalisation Calculus CNF

Clause Normalisation: D C ∈ CNF(D)

C Cnf

Resolution: (defined on proper clauses only)

[A]α ∨ C [B]β ∨ D α 	= β

C ∨ D ∨ [A = B]F
Res

[A]α ∨ [B]α ∨ C α ∈ {T, F}
[A]α ∨ C ∨ [A = B]F

Fac

[Qγ Uk]α ∨ C P ∈ AB{¬,∨}∪{Πβ|β∈T k}
γ , α ∈ {T, F}

[Qγ Uk]α ∨ C ∨ [Q = P]F
Prim

Extensional (Pre-)Unification:

C ∨ [Mγ→β = Nγ→β ]F sγ Skolem term for this clause

C ∨ [M s = N s]F
Func

C ∨ [Aγ→β Cγ = Bγ→β Dγ ]F

C ∨ [A = B]F ∨ [C = D]F
Dec

C ∨ [A = A]F

C
Triv

C ∨ [X = A]F X does not occur in A

C{A/X}
Subst

C ∨ [Fγ Un = h Vm]F G ∈ ABh
γ

C ∨ [F Un = h Vm ∨ [F = G]F ]F
F lexRigid

C ∨ [Mo = No]
F

C ∨ [Mo ⇔ No]
F

Equiv
C ∨ [Mγ = Nγ]F

C ∨ [∀Pγ→o P M ⇒ P N]F
Leib

(
C ∨ [Fγn→γ Un = Hδm→γ Vm]F G ∈ ABh

γn→γ
for a constant hτ

C ∨ [F Un = H Vm]F ∨ [F = G]F
F lexF lex

)

ABh
γ specifies the set of partial bindings of type γ for head h as defined in [SG89]

Fig. 2. Extensional HO Resolution Calculus ER
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3 ER: Extensional HO Resolution

Figure 1 presents calculus CNF := {∨T ,∨F
l ,∨F

r ,¬T ,¬F , ΠT , ΠF} for clause nor-
malisation. These rules are defined on (pre-)clauses and are known to preserve
validity or satisfiability with respect to standard semantics.3

The syntactical unification rules (cf. Fig. 2) provided by ER which operate on
unification constraints are UNI := {Func, Dec, Triv, Subst, F lexRigid}. These
rules realise a sound and complete approach to HO pre-unification. Note the
double role of extensionality rule Func: on the one hand this rule works as a
syntactical unification rule and subsumes the α- and η-rule as, e.g. presented
in [BK98a]; on the other hand Func applies the functional extensionality prin-
ciple if none of the two terms is a λ-abstraction. Apart from rule Func, ER
provides the extensionality rules Equiv and Leib (cf. Fig. 2). The former applies
the Boolean extensionality principle and the latter simply replaces a negative
unification constraint (encoded as a negative equation) by a negative Leibniz
equation. The extensionality rules operate on unification constraints only and
do in contrast to the respective axioms not introduce flexible heads into the
search space.

The main proof search is performed by the resolution rule Res and the fac-
torisation rule Fac. It is furthermore well known for HO resolution, that the
primitive substitution rule Prim is needed to ensure Henkin completeness.

For the calculi presented in this paper we assume that the result of each rule
application is transformed into hnf4, where the hnf of unification constraints is
defined special and requires both unification terms to be reduced to hnf. A set
of formulas Φ is refutable in calculus R, iff there is a derivation ∆ : Φcl �R �,
where Φcl := {[F′]T |F′ hnf of F ∈ Φ} is the clause-set obtained from Φ by simple
pre-clausification. More details on ER are provided by [BK98a,Ben99].

Whereas completeness of ER has already been analysed in [BK98a] this paper
(and [Ben99]) presents an alternative completeness proof for a slightly extended
version of ER (this version, e.g. employs the instantiation guessing FlexFlex-
rule). The new proof is motivated as follows: (i) it eases the proof of the lifting
lemma and avoids the quite complicated notion of clause isomorphisms as used
in [BK98a,Koh94], (ii) it can be reused to show the completeness for calculi EP
and ERUE as well, (iii) it prepares the analysis of non-normal form resolution
calculi, and (iv) it emphasises interesting aspects on rule FlexFlex, unification,
and clause normalisation wrt. ER, EP, and ERUE.

One such interesting aspect is that different to Huet [Hue72] eager unification
is essential within our approach. This is illustrated by the argumentations for ∇b

and ∇q in the completeness proofs (cf. [Ben99,BK98a]) as well as the examples
presented in Sec. 7 or [Ben99]. However, we claim that rule FlexFlex can still be
delayed until the end of a refutation, i.e., FlexFlex can be completely avoided.

The author has not been able to prove the latter claim yet. And thus the
completeness proofs for ER (and EP, ERUE) still depends on the FlexFlex-rule.
2 A does not contain free variables.
3 For Skolemisation we employ Miller’s sound HO correction [Mil83].
4 One may also βη-normal form here.
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We now sketch the main results on ER as discussed in detail in [Ben99].

Definition 2 (Extensional HO Resolution). We define three calculi:
ER := {Cnf, Res, Fac, P rim}∪ UNI ∪ {Equiv, Leib} employs all rules

(except FlexFlex) displayed in Fig. 2.
ERf := ER ∪ {F lexF lex} uses full HO unification instead of pre-unification.
ERfc := (ERf\{Cnf}) ∪ CNF employs unfolded and stepwise clause normali-

sation instead of exhaustive normalisations with rule Cnf.
These calculi treat equality as a defined notion only (e.g. by Leibniz equality) and
primitive equations are not allowed in problem formulations. Although unification
constraints are encoded as negative equation literals, no rule but the unification
rules are allowed to operate on them.

Theorem 2 (Soundness). The calculi ER, ERf , and ERfc are Henkin-sound
(H-sound).

Proof. Preservation of validity or satisfiability with respect to Henkin semantics
is proven analogously to the standard FO argumentation. For Skolemisation
(employed in rule ΠF and Func) we use Miller’s sound HO version [Mil83].
Soundness of the extensionality rules Equiv, Func, and Leib is obvious as they
simply apply the valid extensionality principles.

Lemma 1 (Lifting of ERfc). Let Φ be clause set, D1 a clause, and σ a substi-
tution. If σ(Φ) �ERfc D1, then Φ �ERfc D2 for a clause D2 generalising D1.

Proof. One can easily show that each instantiated derivation can be reused on
the uninstantiated level as well. In blocking situations caused by free variables
at literal head position or at unification term head position, either rule Prim or
rule FlexFlex can be employed in connection with rule Subst to introduce the
missing term structure. The rather unintuitive clause isomorphisms of [BK98a]
or [Koh94] are thereby avoided.

Theorem 3 (Completeness). Calculus ERfc is Henkin complete.

Proof. Analogously to the proof in [BK98a] we show that the set of closed for-
mulas that are not refutable in ERfc (i.e., ΓΣ := {Φ ⊆ cwffo|Φcl ��ERfc

�}) is a
saturated abstract consistency class for Henkin models (cf. Def. 1). This entails
Henkin completeness for ERfc by Thm. 1.

Lemma 2 (Theorem Equivalence). The calculi ERfc and ERf are theorem
equivalent, i.e., for each clause set Φ holds that Φ �ERfc

� iff Φ �ERf
�.

Proof. We can even prove a more general property: For each proper clause C
holds Φ �ERfc

C implies Φ �ERf
C. The proof idea is to show that the unfolded

clause normalisations can be grouped together and then replaced by rule Cnf.

Question 1 (Theorem Equivalence). The author claims that the calculi ER and
ERfc (or ERf) are theorem equivalent. A formal proof has not been carried
out yet. Some evidence is given by the case studies carried out with the Leo-
prover [BK98b] and the direct completeness proof for ER in [BK98a].
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4 Primitive Equality

Treating equality as a defined notion in HO logic (e.g. by the Leibniz principle)
is convenient in theory, but often inefficient and unintuitive in practical appli-
cations as many free literal heads are introduced into the search space, which
increases the degree of blind search with primitive substitution rule Prim.5 This
is the main motivation for the two approaches to primitive equality presented in
the next sections. Before we discuss these approaches in detail we point to the
following interesting aspects of defined equality in HO logic:

– There are infinitely many different valid definitions of equality in HO logic.6

For instance: Leibniz equality ( .
=

α
:= λXα λYα ∀Pα→o PX ⇒ PY ), Reflex-

ivity definition7 ( ..
=

α
:= λXα λYα ∀Qα→α→o (∀Zα (Q Z Z)) ⇒ (Q X Y )),

and infinitely many artificial modifications to all valid definitions (e.g., ...
=

α

:= λXα λYα ∀Pα→o ((ao ∨ ¬ ao) ∧ P X) ⇒ ((bo ∨ ¬ bo) ∧ P Y )). The latter
definition is obviously equivalent to Leibniz definition as it just adds some
tautologies to the embedded formulas.

– The artificially modified definitions demonstrate, that it is generally not
decidable whether a formula is a valid definition of equality (as the set of
tautologies is not decidable). Hence, it is not decidable whether an input
problem to one of our proof procedures contains a valid definition of equality,
and we cannot simply replace all valid definitions embedded in a problem
formulation by primitive equations as one might wish to.

If we are interested in Henkin completeness, we therefore have to ensure that the
paramodulation and RUE-resolution approaches presented in the next sections
can handle all forms of defined equality (like the underlying calculus ER) and
can additionally handle primitive equality.8

5 EP: Extensional HO Paramodulation

In this section we adapt the well known FO paramodulation approach [RW69]
to our HO setting and examine Henkin completeness. A straightforward adap-
tation of the traditional FO paramodulation rule is given by rule Para in Fig. 3.
Analogous to the ER rules Res and Fac, (pre-)unification is delayed by encoding
the respective unification problem (its solvability justifies the rewriting step) as
5 This is illustrated by the examples that employ defined equality in [BK98a] and the

examples that employ primitive equality in Sect. 7.
6 For this statement we assume Henkin or standard semantics as underlying seman-

tical notion. In weaker semantics things get even more complicated as, e.g., Leibniz
equality does not necessary denote the intended equality relation. For a detailed
discussion see [Ben99,BK97].

7 As presented in Andrews textbook [And86], p. 155.
8 The author admits, that in practice one is mainly interested in finding proofs rather

than in the theoretical notion of Henkin completeness. Anyhow, our motivation in
this paper is to clarify the theoretical properties of our approaches.
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[A[Tγ]]α ∨ C [Lγ = Rγ ]T ∨ D

[A[R]]α ∨ C ∨ D ∨ [T = L]F
Para

[A]α ∨ C [Lγ = Rγ ]T ∨ D

[Pγ→o R]α ∨ C ∨ D ∨ [A = P L]F
Para′

We implicitly assume the symmetric application of [Lγ = Rγ ]T .
T (in Para) does not contain free variables which are bound outside of T.

Fig. 3. Adapted Paramodulation Rule and a HO specific reformulation

a unification constraint. Rule Para’ is an elegant HO specific reformulation9 of
paramodulation that has a very simple motivation: It describes the resolution
step with the clause [P L]F ∨ [P R]T ∨ D, i.e., the clause obtained when re-
placing the primitive equation [L = R]T by its Leibniz definition. Note that the
paramodulant of Para’ encodes all possible single rewrite steps, all simultane-
ous rewrite-steps with rule Para, and in some sense even the left premise clause
itself. This is nicely illustrated by the following example: C1 : [p (f (f a))]T and
C2 : [f = h]T , where pι→o, fι→ι, hι→ι are constants. Applying rule Para’ to C1

and C2 from left to right leads to C3 : [P(ι→ι)→ι h]T ∨[p (f (f a)) = P(ι→ι)→ι f ]F .
Eager unification computes the following four solutions for P , which can be back-
propagated to literal [P h]T with rule Subst :
[λZι→ι p (f (f a))/P ] the pure imitation solution encodes C1 itself.
[λZι→ι p (Z (f a))/P ] encodes the rewriting of the first f ([p (h (f a))]T ).
[λZι→ι p (f (Z a))/P ] encodes the rewriting of the second f ([p (f (h a))]T ).
[λZι→ι p (Z (Z a))/P ] encodes the simult. rewr. of both f ([p (h (h a))]T ).

Rule Para’ introduces flexible literal heads into the search space such that rule
Prim becomes applicable. Thus, a probably suitable heuristics in practice is to
avoid all primitive substitution steps on flexible heads generated by rule Para’.

Note that reflexivity resolution10 and paramodulation into unification con-
straints11 are derivable in our approach and can thus be avoided.

9 This rule was first suggested by Michael Kohlhase.
10 In FO a reflexivity resolution rule is needed to refute negative equation literals

[T1 = T2]
F if T1 and T2 are unifiable. As such literals are automatically treated as

unification constraints reflexivity resolution is not needed in our approach.
11 Let C1 : C ∨ [A[T] = B]F and C2 : [L = R]T ∨ D. The rewriting step Para(C1, C2) :

C3 : C ∨ D ∨ [A[R] = B]F ∨ [L = T]F can be replaced by derivation Leib(C1) :

C4 : [p A[T]]T ∨ C, C5 : [p B]F ∨ C; Para(C4 , C2) : C6 : [p A[R]]T ∨ C ∨ D ∨ [L =
T]F ; Res(C6, C5), Fac,Triv : C7 : C∨D∨ [p A[R] = p B]F ∨ [L = T]F ; Dec(C7) : C3.
Notational remark: Res(C6, C5), Fac, Triv describes the application of rule Res to
C6 and C5, followed by applications of Fac and Triv to the subsequent results.



Extensional Higher-Order Paramodulation and RUE-Resolution 407

In the following discussion we will use the traditional paramodulation rule
Para only.12 As Para’ is obviously more general than Para we obtain analogous
completeness results if we employ Para’ instead.

Definition 3 (Simple HO Paramodulation). EPnaive := ER ∪ {Para} ex-
tends the extensional HO resolution approach by rule Para. Primitive equations
in input problems are no longer expanded by Leibniz definition. Para operates on
proper clause only and omits paramodulation into unification constraints.

Whereas soundness of rule Para can be shown analogously to the FO case,
it turns out that our simple HO paramodulation approach is incomplete:

Theorem 4 (Incompleteness). Calculus EPnaive is Henkin incomplete.

Proof. Consider the following counterexamples: EPara
1 : ¬∃Xo (X = ¬X), i.e.,

the negation operator is fix-point free, which is obviously the case in Henkin
semantics. Negation and clause normalisation leads to clause C1 : [a = ¬a]T ,
where ao is a new Skolem constant. The only rule that is applicable is self-
paramodulation at positions 〈1〉, 〈2〉, and 〈〉, leading to the following clauses
(including the symmetric rewrite steps):
Para(C1, C1) at 〈1〉 : C2 : [a = ¬a]T ∨ [¬a = a]F , C3 : [¬a = ¬a]T ∨ [a = a]F

Para(C1, C1) at 〈2〉 : C4 : [a = ¬a]T ∨ [a = ¬a]F , C5 : [a = a]T ∨ [¬a = ¬a]F
Para(C1, C1) at 〈〉 : C6 : [a]T ∨ [¬a = (a = ¬a)]F , C7 : [a]F ∨ [a = (a = ¬a)]F

A case distinction on the possible denotations {�,⊥} for a shows that all clauses
are tautologous, such that no refutation is possible in EPnaive. Additional ex-
amples are discussed in [Ben99], e.g. EPara

2 : [G X = p]T , which stems from a
simple version of cantor’s theorem ¬∃Gι→ι→o ∀Pι→o ∃Xι G X = P , or example
EPara

3 : [M = λXo ⊥]T , which stems from ∃Mo→o M �= ∅.
The problem is that in HO logic even single positive equation literals can be

contradictory. And the incompleteness is caused as the extensionality principles
are now also needed to refute such positive equation literals.13 Hence, we add
the positive counterparts Func’ and Equiv’ (cf. Fig. 4) to the already present
negative extensionality rules Func and Equiv. The completeness proof and the
examples show that a positive counterpart for rule Leib can be avoided.

Definition 4 (Extensional HO Paramodulation). Analogously to the ex-
tensional HO resolution case we define the calculi EP := ER ∪ {Para, Equiv′,
Func′}, EPf := EP ∪ {F lexF lex}, and EPfc := (EPf\{Cnf}) ∪ CNF .

Theorem 5 (Soundness). The calculi EP, EPf , and EPfc are H-sound.

12 It has been pointed out by a unknown referee of this paper that rule Para’ already
captures full functional extensionality and should therefore be preferred over Para.

Example Efunc
1 discussed in Sec. 10.6 of [Ben99] illustrates that this is generally not

true.
13 In contrast to EP , the underlying calculus ER does not allow positive equation liter-

als as the equality symbol is only used to encode unification constraints. Therefore
the pure extensional HO resolution approach ER does not require a positive exten-
sionality treatment.
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C ∨ [Mo = No]
T

C ∨ [Mo ⇔ No]
T

Equiv′ C ∨ [Mγ→β = Nγ→β ]T X new variable

C ∨ [M Xγ = N Xγ]T
Func′

Fig. 4. Positive Extensionality Rules

Proof. Soundness of rule Para with respect to Henkin semantics can be proven
analogously to the FO case and soundness of Equiv’ and Func’ is obvious, as they
simply apply the extensionality principles, which are valid in Henkin semantics.

Lemma 3 (Lifting of EPfc). Let Φ be a clause set, D1 a clause, and σ a sub-
stitution. If σ(Φ) �ERfc D1, then Φ �EPfc D2 for a clause D2 generalising D1.

Proof. Analogous to Lemma 1. The additional rules do not cause any problems.

The main completeness theorem 6 for EPfc below is proven analogously to
Thm. 3, i.e., we employ the model existence theorem for Henkin models with
primitive equality (cf. Thm. 1). As primitive equality is involved, we additionally
have to ensure the abstract consistency properties ∇r

e and ∇s
e (cf. Def. 1), i.e.,

the reflexivity and substitutivity property of primitive equality. Whereas the
reflexivity property is trivially met, we employ the following admissible14 — and
moreover even weakly derivable (i.e., modulo clause normalisation and lifting)
— paramodulation rule to verify the substitutivity property.

Definition 5 (Generalised Paramodulation). The generalised paramodula-
tion rule GPara is defined as follows:

[T[Aβ]]α ∨ C [Aβ = Bβ ]T

[T[B]]α ∨ C
GPara

This rule extends Para as it can be applied to non-proper clauses and it restricts
Para as it can only be applied in special clause contexts, e.g. the second clause
has to be a unit clause. GPara is especially designed to verify the substitutivity
property of primitive equality ∇s

e in the main completeness theorem 6.

Weak derivability (which obviously implies admissibility) of GPara is shown
with the help of the following weakly derivable generalised resolution rules.

Definition 6 (Generalised Resolution). The generalised resolution rules
GRes1, GRes2, and GRes3 are defined as follows (for all rules we assume
α, β ∈ {T, F } with α �= β, and for GRes2 we assume that Y n /∈ free(A)):
14 Rule r is called admissible (derivable) in R, iff adding rule r to calculus R does not

increase the set of refutable formulas (iff each application of rule r can be replaced
by an alternative derivation in calculus R).
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[Aγ→o Tn
γ ]α ∨ C [Aγ→o Xn

γ ]β ∨ D

(C ∨ D)[Tn/Xn]

GRes1

[Aγ Y n]α ∨ C [Xγ Tn]β ∨ D

(C ∨ D)[A/X,Tn/Y n ]

GRes2

[Aγ Tn]α ∨ C [Xγ Y n]β ∨ D

(C ∨ D)[A/X,Tn/Y n ]

GRes3

These rules extend Res as they can be applied to non-proper clauses, and they
restrict Res as they are only defined for special clause contexts. The rules are
designed just strong enough to prove weak derivability of GPara.

Lemma 4 (Weak Derivability of GRes1,2,3). Let C1, C2, C3 be clauses and
r ∈ {GRes1, GRes2, GRes3}. If {C1, C2} �r C3 �CNF C4 for a proper clause C4,
then {C1, C2} �EPfc

C5 for a clause C5 which generalises C4.

Proof. The proof is by induction on the number of logical connectives in the
resolution literals. It employs generalised (and weakly derivable) versions of the
factorisation rule Fac and primitive substitution rule Prim (see [Ben99]), which
are not presented here because lack of space. GRes2 and GRes3 are needed to
prove weak derivability for GRes1. As the rules Para, Equiv’, Func’ are not
employed in the proof, this lemma analogously holds for calculus ERfc.

Lemma 5 (Weak Derivability of GPara). Let C1 : [T[A]p]α∨D1 , C2 : [A =
B]T , C3 : [T[B]p]α∨D1 be clauses. If ∆ : {C1, C2} �GPara C3 �CNF C4 for a proper
clause C4, then {C1, C2} �EPfc

C5 for a clause C5 generalising C4.

Proof. The proof is by induction on the length of ∆ and employs the (weakly
derivable) generalised resolution rule GRes1 and the standard paramodulation
rule Para in the quite complicated base case.

Theorem 6 (Completeness). Calculus EPfc is Henkin complete.

Proof. Let ΓΣ be the set of closed Σ-formulas that cannot be refuted with cal-
culus EPfc (i.e., ΓΣ := {Φ ⊆ cwffo|Φcl ��EPfc

�}). We show that ΓΣ is a saturated
abstract consistency class for Henkin models with primitive equality (cf. Def. 1).
This entails completeness by the model existence theorem for Henkin models
with primitive equality (cf. Thm. 1).

First we have to verify that ΓΣ validates the abstract consistency properties
∇c, ∇¬, ∇β, ∇∨, ∇∧, ∇∀, ∇∃, ∇b, ∇q and that ΓΣ is saturated. In all of these cases
the proofs are identical to the corresponding argumentations in Thm. 3.

Thus, all we need to ensure is the validity of the additional abstract consis-
tency properties ∇r

e and ∇s
e for primitive equality:

(∇r
e ) We have that [A =α A]F �Triv �, and thus ¬(A =α A) cannot be in Φ.

(∇s
e ) Analogously to the cases in Sec. 3 we show the contrapositive of the asser-

tion, and thus we assume that there is derivation ∆ : Φcl∪{[F[B]]T} �EPfc �. Now
consider the following EPfc-derivation: ∆′ : Φcl ∪ {[F[A]]T , [A = B]T } �GPara

Φcl∪{[F[A]]T, [A = B]T , [F[B]]T} �EPfc
�. By Lemma 5 GPara is weakly deriv-

able (hence admissible) for calculus EPfc, such that there is a EPfc-derivation
∆′′ : Φcl ∪ {[F[A]]T , [A = B]T } �EPfc

Φcl ∪ {[F[A]]T , [A = B]T , [F[B]]T} �EPfc
�

which completes the proof.
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Lemma 6 (Theorem Equivalence). EPfc and EPf are theorem equivalent.

Proof. Analogous to Lemma 2. The additional rules do not cause any problems.

Question 2 (Theorem Equivalence). The author claims that the calculi EP and
EPfc (or EPf) are theorem equivalent. The formal proof will most likely be anal-
ogous to the one for question 1.

6 ERUE : Extensional HO RUE-Resolution

In this section we will adapt the Resolution by Unification and Equality ap-
proach [Dig79] to our higher-order setting. The key idea is to allow the resolu-
tion and factorisation rules also to operate on unification constraints (which is
forbidden in ER and EP). This implements the main ideas of FO RUE-resolution
directly in our higher-order calculus. More precisely our approach allows to com-
pute partial E-unifiers with respect to a specified theory E by resolution on
unification constraints within the calculus itself (if we assume that E is specified
in form of an available set of unitary or even conditional equations in clause
form). This is due to the fact that the extensional higher-order resolution ap-
proach already realises a test calculus for general higher-order E-pre-unification
(or higher-order E-unification in case we also add the rule FlexFlex). Further-
more, each partial E-(pre-)unifier can be applied to a clause with rule Subst,
and, like in the traditional FO RUE-resolution approach, the non-solved unifica-
tion constraints are encoded as (still open) unification constraints, i.e., negative
equations, within the particular clauses.
Definition 7 (Extensional HO RUE-Resolution). We now allow the fac-
torisation rule Fac and resolution rule Res to operate also on unification con-
straints and define the calculi ERUE := ER∪ {Equiv′, Func′}, ERUEf := ERUE ∪
{F lexF lex}, and ERUEfc := (ERUEf\{Cnf}) ∪ CNF .

Theorem 7 (Soundness). The calculi ERUEfc, ERUEf , and ERUE are H-sound.

Proof. Unification constraints are encoded as negative literals, such that sound-
ness of the extended resolution and factorisation rules with respect to Henkin
semantics is obvious.

Lemma 7 (Lifting of ERUEfc). Let Φ be a clause set, D1 a clause, and σ a
substitution. If σ(Φ) �ERfc

D1, then Φ �ERUEfc D2 for a clause D2 generalising D1.

Proof. Analogous to Lemmata 1 and 3.

Within the main completeness proof we proceed analogously to previous sec-
tion and employ the generalised paramodulation rule GPara to verify the crucial
substitutivity property ∇s

e . Thus, we need to show that GPara is admissible in
calculus ERUEfc. Note that in Lemma 5 we were even able to show a weak deriv-
ability property of rule GPara for calculus EPfc. Whereas GPara is not weakly
derivability for calculus ERUEfc, we can still prove admissibility of this rule here.
As in Lemma 5, we employ the generalised resolution rules which are weakly
derivable in ERUEfc as well.
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Lemma 8 (Weak Derivability of GRes1,2,3). Let C1, C2, C3 be clauses and
r ∈ {GRes1, GRes2, GRes3}. If {C1, C2} �r C3 �CNF C4 for a proper clause C4,
then {C1, C2} �ERUEfc C5 for a clause C5 which generalises C4.

Proof. Analogous to Lemma 4.

Lemma 9 (Admissibility of GPara). Let Φ be a clause set, such that ∆ : Φ
�GPara Φ′ �ERUEfc �, then there exists a refutation Φ �ERUEfc �.

Proof. The proof is (analogous to Lemma 5) by induction on the length of ∆
and employs the weakly derivable generalised resolution rule GRes1. The ap-
plications of rule Para in the proof of Lemma 5 are replaced by corresponding
derivations employing resolution and factorisation on unification constraints.
The latter causes the loss of the weak derivability property.

Theorem 8 (Completeness). Calculus ERUEfc is Henkin complete.

Proof. Analogously to Lemma 6 we show that the set of closed Σ-formulas which
cannot be refuted by the calculus ERUEfc (i.e., ΓΣ := {Φ ⊆ cwffo|Φcl ��ERUEfc �}) is
a saturated abstract consistency class for Henkin models with primitive equality
(cf. Def. 1). This entails the assertion by Thm. 1.

The proof is analogous to Lemma 6. Even the abstract consistency properties
∇r

e and ∇s
e are proven analogously by employing the generalised paramodulation

rule GPara, which is by Lemma 9 admissible in ERUEfc.

Lemma 10 (Theorem Equiv.). ERUEfc and ERUEf are theorem equivalent.

Proof. Analogous to Lemma 2. The additional or modified rules do not cause
any problems.

Question 3 (Theorem Equivalence). The author claims that the calculi ERUE
and ERUEfc (or ERUEf ) are theorem equivalent. A formal proof will most likely
be analogous to questions 1 and 2.

7 Examples

The first (trivial FO) example illustrates the main ideas of EP and ERUE: aι ∈
mι→o ∧ a = b ⇒ b ∈ m. Sets are encoded as characteristic functions and
∈ := λXα, Mα→o M X, such that the negated problem normalises to: C1 : [m a]T ,

C2 : [a = b]T , C3 : [m b]F . An obvious term-rewriting refutation in EP: Para(C1, C2),

Triv : C4 : [m b]T ; Res(C3, C4), Triv : �.15 A difference-reducing refutation in ERUE:
Res(C1, C3) : C4 : [m a = m b]F ; Dec(C4), Triv : C5 : [a = b]F ; Res(C2, C5), Triv : �.

We now examine the examples mentioned in Thm. 4 in calculus EP: EPara
2 :

[(G Xι) = pι→o]
T (Cantor’s theorem) Func′(EPara

2 ), Equiv′ : C1 : [G X Yι]
F ∨

15 Notation (as already used before): Res(C6, C5), Fac describes a paramodulation step
between C6 and C5 followed by factorisation of the resulting clause. Prim(C1|C2)
denotes the parallel application of rule Prim to Cj and Ck.
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[p Yι]
T , C2 : [G X Yι]

T ∨ [p Yι]
F ; Prim(C1|C2), Subst : C3 : [G′ X Y ]T ∨ [p Y ]T , C4 :

[G′′ X Y ]F ∨ [p Y ]F ; Fac(C3|C4),UNI : C5 : [p Y ]T , C6 : [p Y ]F ; Res(C5, C6), UNI :

C7 : �. EPara
1 and EPara

3 can be proven analogously. The key idea is to employ
the positive extensionality rules first. As paramodulation rule is not employed,
these proofs are obviously also possible in ERUE.

Example Eset
2 focuses on reasoning about sets: ({X | odd X ∧ num X} =

{X | ¬ ev X ∧ num X}) ⇒ (2{X| odd X∧X>100∧num X} = 2{X| ¬ ev X∧X>100∧num X}),

where the powerset-operator is defined by λNα→o λMα→o ∀Xα M X ⇒ N X .

CNF(Eset
2 ), Func, Func′ : C1 : [(odd X ∧ num X) = (¬ ev X ∧ num X)]T and

C2 : [(∀X n X ⇒ ((odd X∧X > 100)∧num X)) = (∀X n X ⇒ ((¬ ev X∧X > 100)∧
num X))]F where n is a Skolem constant. The reader may check that an applica-
tion of rule Para does not lead to a successful refutation here as the terms in the
powerset description do unfortunately not have the right structure. Instead of fol-
lowing the term-rewriting idea we have to proceed with difference-reduction and
a recursive call to the overall refutation search from within the unification pro-
cess: Dec(C2), Triv, Func,Dec, Triv : C3 : [((odd s∧s > 100)∧num s) = ((¬ ev s∧s >

100)∧num s)]F ; Equiv(C3), CNF , Fac,UNI : C4 : [odd s]T ∨[ev s]F , C5 : [s > 100]T , C6 :

[num s]T , C7 : [odd s]F ∨ [s > 100]F ∨ [num s]F ∨ [ev s]T ; Equiv′(C1), CNF , Fac,UNI :

C8 : [odd X ]F ∨ [num X ]F ∨ [ev X ]F , C9 : [odd X ]T ∨ [num X ]F ∨ [ev X ]T . The rest of
the refutation is a straightforward resolution proof on C4−C9. It is easy to check
that an elegant term-rewriting proof is only possible if we put the succedent of
Eset

2 in the right order : 2{X| (odd X∧num X)∧X>100} = 2{X| (¬ ev X∧num X)∧X>100}.
Thus this example nicely illustrates the unavoidable mixed term-reducing and
difference-reducing character of extensional higher-order paramodulation.

On the other hand a very interesting goal directed proof is possible within
the RUE-resolution approach ERUE by immediately resolving between C1 and
the unification constraint C2 and subsequently employing syntactical unification
in connection with recursive calls to the overall refutation process (with the
extensionality rules) when syntactical unification is blocked.

[Ben99] provides a more detailed discussion of these and additional examples.

8 Conclusion

We presented the two approaches EP and ERUE for extensional higher-order
paramodulation and RUE-resolution which extend the extensional higher-order
resolution approach ER [BK98a] by a primitive equality treatment. All three
approaches avoid the extensionality axioms and employ more goal directed ex-
tensionality rules instead. An interesting difference to Huet’s original constraint
resolution approach [Hue72] is that eager (pre-)unification becomes essential and
cannot be generally delayed if an extensionality treatment is required.

Henkin completeness has been proven for the slightly extended (by the ad-
ditional rule FlexFlex) approaches ERf , EPf and ERUEf . The claim that rule
FlexFlex is admissible in them has not been proven yet. All three approaches
can be implemented in a higher-order set of support approach as presented
in [Ben99]. [Ben99] also presents some first ideas how the enormous search space
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of the introduced approaches can be further restricted in practice, e.g. by intro-
ducing redundancy methods.

It has been motivated that some problems cannot be solved in the paramod-
ulation approach EP by following the term-rewriting idea only, as they unavoid-
ably require the application of the difference-reducing extensionality rules. In
contrast to EP the difference-reducing calculus ERUE seems to harmonise quite
well with the difference-reducing extensionality rules (or axioms), and thus this
paper concludes with the question: Can HO adaptations of term-rewriting ap-
proaches be as successful as in FO, if one is interested in Henkin completeness
and extensionality, e.g., when reasoning about sets, where sets are encoded as
characteristic functions? Further work will be to examine this aspect with the
help of the Leo-system [BK98b] and to investigate the open questions of this
paper.
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Abstract. In this paper we present an extensional higher-order resolu-
tion calculus that is complete relative to Henkin model semantics. The
treatment of the extensionality principles – necessary for the complete-
ness result – by specialized (goal-directed) inference rules is of practical
applicability, as an implentation of the calculus in the Leo-System shows.
Furthermore, we prove the long-standing conjecture, that it is sufficient
to restrict the order of primitive substitutions to the order of input for-
mulae.

1 Introduction
The history of building automated theorem provers for higher-order logic is al-
most as old as the field of deduction systems itself. The first successful attempts
to mechanize and implement higher-order logic were those of Huet [Hue73] and
Jensen and Pietrzykowski [JP76]. They combine the resolution principle for
higher-order logic (first studied in [And71]) with higher-order unification. The
unification problem in typed λ-calculi is much more complex than that for first-
order terms, since it has to take the theory of αβη-equality into account. In
particular the higher-order unification problem is undecidable and sets of so-
lutions need not to have most general elements that represent them. Thus the
calculi for higher-order logic have to take special measures to circumvent the
problems posed by the theoretical complexity of higher-order unification.

Experiments like the Tps system [And89,ABI+96] (which uses a higher-order
matings calculus) or our own Leo system [BK98,Ben97] (which uses a variant of
Huet’s resolution calculus [Hue73]) have shown the practical feasibility of higher-
order automated theorem proving based on these ideas. Establishing complete-
ness for higher-order calculi is more problematic than in first-order logic. The
intuitive set-theoretic standard semantics cannot give a sensible notion of com-
pleteness, since it does not admit complete calculi [Göd31]. But there is a more
general notion of semantics due to Henkin [Hen50] that allows complete calculi
and therefore sets the standard for the deductive power of calculi.

The core of higher-order resolution (HORES , see [Hue73,Koh94] for details)
is a simple extension of the first-order resolution method to the higher-order
language: the only significant difference is that βη-equality has to be build in
by keeping formulae in normal form and that first-order unification has to be
replaced by higher-order unification (i.e. unification with respect to the theory
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of βη-equality). Since this is a semi-decidable search process itself, it cannot
simply be used as a sub-procedure that is invoked during the application of
the resolution or factoring rules. Rather resolution and factorization rules are
modified, so that they record the induced unification problem in a unification
constraint instead of trying to compute a complete set of unifiers. Furthermore,
the calculus is augmented with the inference rules of higher-order unification
that are lifted to act on the unification constraints of clauses. With this trick
the search for empty clauses and that for higher-order unifiers are interleaved,
which alleviates the undecidability problem.

Unfortunately, neither HORES nor the Tps procedure are complete with
respect to Henkin semantics, since they fail to capture substitutivity of equiva-
lence. In [Koh95], the first author has presented a higher-order tableau calculus
that addresses the problem with a new inference rule that uses substitutivity of
equivalence in a goal-oriented way, but still fails to capture functional extension-
ality of Leibniz equality.

For our extensional higher-order resolution calculus ER we extend higher-
order resolution by ideas from [Koh95] and a suitable treatment of Leibniz
equality and prove the resulting calculus sound and complete with respect to
Henkin’s general model semantics [Hen50]. Furthermore, we show that we can
restrict the set of primitive substitutions that are necessary for flexible literals
to a finite set.

Before we begin with the exposition, let us specify what we mean by “higher-
order logic”: any simply typed logical system that allows quantification over
function variables. In this paper, we will employ a system HOL, which is based on
the simply typed λ-calculus; for an introduction see for instance [And86,Bar84].

2 Higher-Order Logic (HOL)
The set wffα(Σ) of well-formed formulae of type α is build up from the
set V of variables, and the signature Σ (a set of typed constants) as appli-
cations and λ-abstractions. We will denote variables with upper-case letters
(Xα, Y, Z, X1

β, X2
γ . . .), constants with lower-case letters (cα, fα→β, . . .), and well-

formed formulae with upper-case bold letters (Aα,B,Ci, . . .)1. Furthermore, we
abbreviate multiple applications and abstractions in a kind of vector notation,
so that AUk denotes k-fold application (associating to the left) and λXk A de-
notes k-fold λ-abstraction (associating to the right) and use the square dot as
an abbreviation for a pair of brackets, where stands for the left one with its
partner as far to the right as is consistent with the bracketing already present
in the formula.

We will use the terms like free and bound variables in their standard meaning
and we use Free(A) for the set of free variables of a formula A. In particular
alphabetic change of names of bound variables is build into our HOL: we con-
sider alphabetic variants to be identical (viewing the actual representation as a
representative of an alphabetic equivalence class) and use a notion of substitu-
tion that avoids variable capture, systematically renaming bound variables. We

1 We will denote the types of formulae as indices, if it is not clear from the context.



58 Christoph Benzmüller and Michael Kohlhase

could also have used de Bruijn’s indices [dB72] as a concrete implementation of
this approach at the syntax level.

By wffcl
α (Σ) ⊆ wffα(Σ) we denote the set of all closed well-formed formulae,

i.e. which contain no free variables and we call the members of wffo(Σ) sentences.
We denote a substitution that instantiates a variable X with a formula A

with [A/X ] and write σ, [A/X ] for the substitution that is identical with σ but
instantiates X with A.

The structural equality relation of HOL is induced by βη-reduction

(λX A)B −→β [B/X ]A (λX CX) −→η C

where X is not free in C. It is well-known, that the reduction relations β, η, and
βη are terminating and confluent, so that there are unique normal forms.

In HOL, the set of base types is {o, ι} for truth values and individuals, and the
signature Σ contains logical constants for negation ¬o→o, conjunction ∧o→o→o,
and quantification2 Πα

(α→o)→o. All other constants are called parameters, since
the argumentation in this paper is parametric in their choice3.

It is matter of folklore that equality can directly be expressed in HOL e.g.
by the Leibniz definition, so that a primitive notion of equality (expressed by a
primitive constant = in Σ) is not strictly needed; we will use this observation
in this paper to treat equality as a defined notion. Leibniz equality defines two
terms to be equal, iff they have the same properties. Hence equality can be
defined as

.=α := λXα λYα ∀Pα→o PX ⇒ PY

A standard model for HOL provides a fixed set Dι of individuals, and a set
Do := {T, F} of truth values. All the domains for the complex types are defined
inductively: Dα→β is the set of functions f :Dα → Dβ. The evaluation Iϕ with
respect to an interpretation I: Σ → D of constants and an assignment ϕ of
variables is obtained by the standard homomorphic construction that evaluates
a λ-abstraction with a function, whose operational semantics is specified by β-
reduction.

Henkin models only require that Dα→β has enough members that any
well-formed formula can be evaluated4. Note that with this generalized notion
of a model, there are less formulae that are valid in all models (intuitively, for
any given formulae there are more possibilities for counter-models). Thus the
generalization to Henkin models restricts the set of valid formulae sufficiently,
so that all of them can be proven by the resolution calculus presented in this
paper. For our completeness proofs, we will use the abstract consistency method
first introduced by Raymond Smullyan in [Smu63] for first-order logic and later

2 With this quantification constant, standard quantification of the form ∀Xα A can be
regained as an abbreviation for Πα(λXα A).

3 In particular, we do not assume the existence of description or choice operators. For
a detailed discussion of the semantic issues raised by the presence of these logical
constants see [And72].

4 In other words: the functional universes are rich enough to satisfy the comprehension
axioms.
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extended to higher-order logic by Peter Andrews [And71]. The model existence
theorem below is a variant of the latter for Henkin models. For the proof we
refer to [BK97].

Theorem 1 (Henkin Model Existence). Let ΓΣ be a saturated abstract con-
sistency class for Henkin models (see the definition below), and Φ ∈ ΓΣ, then
there is a Henkin model M such that M |= Φ.

Definition 1 (Abstract Consistency Class for Henkin Models). We call
a class ΓΣ of sets of sentences an abstract consistency class for Henkin
Models, iff ΓΣ is closed under subsets and such that for all sets Φ ∈ ΓΣ (we use
Φ ∗ A as an appreviation for Φ ∪ {A}):

∇c If A is atomic, then A /∈ Φ or ¬A /∈ Φ.
∇¬ If ¬¬A ∈ Φ, then Φ ∗ A ∈ ΓΣ.
∇βη If A ∈ Φ and B is the βη-normal form of A, then B ∗ Φ ∈ ΓΣ.
∇∨ If A ∨ B ∈ Φ, then Φ ∗ A ∈ ΓΣ or Φ ∗ B ∈ ΓΣ.
∇∧ If ¬(A ∨ B) ∈ Φ, then Φ ∗ ¬A ∗ ¬B ∈ ΓΣ.
∇∀ If ΠαF ∈ Φ, then Φ ∗ FG ∈ ΓΣ for each G ∈ wffcl

α (Σ).
∇∃ If ¬ΠαF ∈ Φ, then Φ ∗ ¬(Fw) ∈ ΓΣ for a fresh parameter wα ∈ Ωα.
∇b If ¬(A .=o B) ∈ Φ, then Φ ∪ {A,¬B} ∈ ΓΣ or Φ ∪ {¬A,B} ∈ ΓΣ.
∇q If ¬(F .=α→β G) ∈ Φ, then Φ ∗ ¬(Fw

.=β Gw) ∈ ΓΣ for a fresh parameter
wα ∈ Ωα.

We will call ΓΣ saturated, iff for all sentences A ∈ wffo(Σ) we have Φ ∗A ∈ ΓΣ
or Φ ∗ ¬A ∈ ΓΣ.

Remark 1 (Counterparts for ∇b,∇q). In Definition 1 positive counterparts for the
two conditions ∇b,∇q are not needed, since these conditions are automatically met
(note that .= is a defined construct). For details see [BK97].

In this paper the extensionality principles will play a major role. These for-
malize fundamental mathematical intuitions about functions and truth values.
The functional extensionality principle says, that two functions are equal,
iff they are equal on all arguments. This principle can be formulated by the
following schematic λ-term:

∀Mα→β ∀Nα→β (∀X (MX) .= (NX)) ≡ (M .= N)

The extensionality principle for truth values states that on the set of truth
values equality and equivalence relation coincide: ∀Po ∀Qo (P .= Q) ≡ (P ≡ Q).
Note that in Henkin models both extensionality principles are valid and that
Leibniz equality indeed denotes equality relation (see [BK97] for details).
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3 The Calculus ER
Now we introduce the higher-order resolution calculus ER. Therefore we will re-
view standard higher-order resolution HORES and use the extensionality prin-
ciples to discuss why it is not complete. From the deficiencies we will develop the
necessary extensions and give an intuition by exhibiting refutations that become
possible.

HORES is a refutation calculus that manipulates sets of clauses, i.e. sets
(which we will represent as disjunctions) of literals (e.g. C := [qα→oXα]T ∨
[pα→oXα]F ∨ [cα = Xα]F ).

Definition 2 (Literal). Literals are atomic propositions labeled with an in-
tended truth value. We call a literal a unification constraint, iff it is negative
(i.e. annotated by the truth value F ) and the head is =, all the others we call
proper literals. Clauses existing entirely of unification constraints are called
almost empty. Since instantiation of a head variable will convert a literal into a
general labeled propositions, we will sometimes call these pre-literals.

Clause normalization is very similar to the first-order case, except for the treat-
ment of existential quantification. Therefore, we will not present the transfor-
mation rules here, but simply discuss the differences and assume that each given
higher-order proof problem P can be transformed into a set of clauses CNF(P).
A naive treatment with Skolemization results in a calculus that is not sound with
respect to Henkin models, since Skolem functions are special choice functions5,
which are not guaranteed to exist in Henkin models. A solution due to [Mil83]
is to associate with each Skolem constant the minimum number of arguments
the constant has to be applied to. Skolemization becomes sound, if any Skolem
function fn only occurs in a Skolem term, i.e. a formula S = fnAn, where
none of the Ai contains a bound variable. Thus the Skolem terms only serve as
descriptions of the existential witnesses and never appear as functions proper.
When we speak of a Skolem term Sα for a clause C, where {X1

α1 · · ·Xn
αn} is

the set of free variables occurring in C, then Sα is an abbreviation for the term
(fn

α1→···→αn→αX1 · · ·Xn), where f is a new constant from Cα1→···→αn→α and n
specifies the number of necessary arguments for f .

Remark 2 (Leibniz Equality). We assume that before applying clause normal-
ization each primitive equality symbol is replaced by its corresponding Leibniz
definition. Hence after normalizing a given input problem, the resulting clause
set does not contain any equality symbol. However, during the refutation process,
equality symbols may be introduced again as we code unification constraints by
negated equation literals.

3.1 Higher-Order Unification in ER
Higher-order unification is a process of recursive deterministic simplification
(rules α, η, Dec, Triv, and Subst in figure 1) and non-deterministic variable
binding (rule Flex/Rigid). The rules α and η are licensed by the functional
5 They choose an existential witness from the set of possible witnesses for an existential

formula.
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C ∨ [(λXα A) = (λYα B)]F sα Skolem term for this clause

C ∨ [[s/X]A = [s/Y ]B]F
α

C ∨ [(λXα A) = B]F sα Skolem term for this clause

C ∨ [[s/X]A = (Bs)]F
η

C ∨ [hUn = hVn]F

C ∨ [U1 = V1]F ∨ . . . ∨ [Un = Vn]F
Dec

C ∨ [A = A]F

C
Triv

C ∨ E E solved for C
CNF(substE(C))

Subst

C ∨ [FγUn = hV]F G ∈ GBh
γ

C ∨ [F = G]F ∨ [FU = hV]F
F lex/Rigid

Fig. 1. Lifted Higher-Order (pre-)unification rules

extensionality principle and eliminate the top λ-binder in unification constraints
of functional type. The Skolem term sα is an existential witness for the fact
that the functions are different. Since clauses are implicitly universally quanti-
fied, this witness may depend on the values of all free variables occurring in the
clauses, so it must be a Skolem term for this clause. Decomposition (rule Dec)
is analogous to the first-order case and the rule Triv allows to remove reflexivity
pairs. Rule Dec will be discussed again in connection with the extensionality
rules in section 3.3.

The rule Subst eliminates variables that are solved in a clause: we call a
unification constraint U := [Xα = Nα]F or U := [Nα = Xα]F solved iff Xα is
not free in Nα. In this case X is called the solved variable of U . Let C := L1∨
· · · ∨ Ln ∨ U1 ∨ · · · ∨ Um be a clause with unification constraints U1 ∨ · · · ∨ Um

(1 ≤ m). Then a disjunction U i1 ∨ · · · ∨ U ik (ij ∈ {1, · · · , m}; 1 ≤ j ≤ k)
of solved unification constraints occurring in C is called solved for C iff for
every U ij (1 ≤ j ≤ k) holds: the solved variable of U ij does not occur free in
any of the U il for l = j; 1 ≤ l ≤ k. Note that each solved set of unification
constraints E for a clause C can be associated with a substitution substE which
is the most general unifier of E. Thus the rule Subst essentially propagates the
information from the unification constraints to the proper clause parts. Since the
instantiation of flexible literals (i.e. literals, where the head is a free variable)
may result in pre-literals, the result of this propagation may cease to be a clause,
therefore it needs to be reduced to clause normal form.

Remark 3 (Eager Unification). The set of rules described up to now is termi-
nating and confluent, so that higher-order unification applies it eagerly to filter
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out all clauses with an unsolvable unification constraint6. It leads to unification
constraints, where both sides are applications and where at least one side is flex-
ible, i.e. where the head is a variable. In this case, the higher-order unification
problem can be reduced to the problem of finding most general formulae of a
given type and a given head symbol.

Definition 3 (General Binding). Let α = (βl → γ), and h be a constant
or variable of type (δm → γ) in Γ, then G := λX l

βl hVm is called a general

binding of type α and head h, if Vi = HiX l
βl

. The Hi are new variables of
types βl → δi]. It is easy to show that general bindings indeed have the type and
head claimed in the name and are most general in the class of all such terms.

General bindings, where the head is a bound variable Xj
βj

are called projec-
tion bindings (we write them as Gj

α) and imitation bindings (written Gh
α)

else. Since we need both imitation and projection bindings for higher-order uni-
fication, we collect them in the set of approximating bindings for h and α
(GBh

α := {Gh
α} ∪ {Gj

α

∣
∣ j ≤ l}).

Since there are only finitely many general bindings (one imitation binding
and at most l projection bindings) the Flex/Rigid rule is finitely branching. We
never have to consider the so-called Flex/Flex literals7, since Flex/Flex equa-
tions can always be solved by instantiating the head variables with suitable con-
stant functions that absorb their arguments. This observation is due to Gérard
Huet [Hue73] and defines higher-order pre-unification, a computationally more
feasible (but still undecidable) variant of higher-order unification. However, even
if Flex/Flex pairs are solvable, we cannot simply delete them like trivial pairs,
since one or both of the heads may be instantiated making the term rigid, so
that the pair has to be subject to pre-unification again.

3.2 Higher-Order Resolution
Definition 4 (Higher-Order Resolution). The higher-order resolution
calculus HORES consists of the inference rules in figure 2 together with the
unification rules in figure 1. We call a clause empty, iff it consists entirely of
Flex/Flex unification constraints and say hat a HORES-derivation of an empty
clause from a set Φ of clauses is a refutation of Φ. For a sentence Ao we call
a refutation of CNF(¬A) a refutation for A.

As in first-order we have resolution and factorization rules Res and Fac. But
instead of solving the unification problems immediately within a rule application
we delay their solution and incorporate them explicitly as unification constraints
in the resulting clauses. Note that the resolution rule as well as the factorization
rule are allowed to operate on unification constraints.
6 As we will see later this solution is too strong if we want to be complete in Henkin

models since an unsolvable unification constraint might be solvable by using the
extensionality rules.

7 For a refutation, we do not need to enumerate all unifiers for a given unification
problem but to seek for one possible instantiation of a given problem which leads to
the contradiction.
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[N]α ∨ C [M]β ∨ D α �= β

C ∨ D ∨ [N = M]F
Res

[N]α ∨ [M]α ∨ C α ∈ {T, F}
[N]α ∨ C ∨ [N = M]F

Fac

[QγUk]α ∨ C P ∈ GB{¬,∨}∪{Πβ|β∈T k}
γ

[QγUk]α ∨ C ∨ [Q = P]F
Primk

Fig. 2. Higher-order resolution rules

To find a refutation for a given problem we may have to instantiate the head
variables of flexible literals by material that contains logical constants. Unfor-
tunately these instantiations cannot be generated by the unification rules, since
all logical constants have been eliminated from the clause set by normalization,
thus they enter the refutation by unification. Therefore the rule Prim allows
to instantiate head variables Qγ by general bindings P of type γ and head in
{¬,∨} ∪ {Πβ|β ∈ T }. Thus the necessary logical constants are introduced into
the refutation one by one, hence the name primitive substitutions.

For instance the sentence A := ∃Xo X is valid in all Henkin models, but
CNF(¬A) = {[X ]F} cannot be refuted without some kind of a primitive sub-
stitution rule, since none of the other rules apply. With Prim, we can deduce
[X ]F ∨ [X = ¬H ]F and then [Y ]T by Subst. These two unit literals can be re-
solved to [X = Y ]F , which is an empty clauses, since [X = Y ]F is a Flex/Flex
unification constraint.

The primitive substitution rules have originally been introduced by Peter
Andrews in [And89] (Gérard Huet uses a set of so-called “splitting rules” for
the same purpose in [Hue73]). Note that the set of general bindings is infinite,
since we need one for every quantifier Πα and the set of types is infinite. Thus
in contrast to the goal-directed search for instantiations in unification, the rule
Prim performs blind search and even worse, is infinitely branching. Therefore,
the problem of finding instantiations for predicate variables is conceived as the
limiting factor to higher-order automated theorem proving.

It has been a long-standing conjecture that in machine-oriented calculi it is
sufficient to restrict the order of primitive quantifier substitutions to the order
of the input formulae. In [BK97], we have established a finer-grained variant
of theorem 1 that we can use as a basis to prove this conjecture. Let us now
introduce the necessary definitions.

Definition 5 (Order). For a type α ∈ T , we define the order ord(α) of α as
ord(ι) = ord(o) = 0, and ord(α → β) = max{ord(α),ord(β)} + 1. Note that
the set T k = {α ∈ T

∣
∣ ord(α) ≤ k} is finite for any order k. We will take the

order of a formula to be the highest order of any type of any of its subterms, and
the order of a set of formulae to be the maximum of the orders of its members.
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Theorem 2 (Model Existence with Order). The model existence theorem
holds even if we weaken the condition ∇∀ of an abstract consistency class to

∇k
∀ If ΠαF ∈ Φ, then Φ ∗ FG ∈ ΓΣ for each G ∈ wffcl

α (Σ) with ord(G) ≤
ord(Φ).

In [BK97] we establish this theorem for arbitrary well-founded orderings on
types such that ord(α),ord(β) ≤ ord(α → β). This allows us to restrict in-
stantiation in ER to formulae of the order of the input formulae. Note that this
only effects the primitive substitution rule, since all other instantiations are per-
formed by unification, which is order-restricted by construction. In particular,
the non-standard definition of order above ensures finite branching of the primi-
tive substitution rule. This ordering, that takes the lengths of argument lists into
account leads to an increased order of the input set compared to the standard
definition of order (ord(αn → β) = maxn{αi} + 1) and effectively restricts the
number of necessary instantiations.

Our result justifies the practice of higher-order theorem provers to restrict
the search for primitive substitutions and gives a road-map towards complete
procedures. Of course there is still a lot of room for experimentation with the
respective orderings.

3.3 Extensionality
The higher-order resolution calculus HORES defined above is not complete with
respect to Henkin models, as the following example will show.

Example 1. The following formulae E1-E58 are not provable in HORES without
using additional axioms for functional extensionality and/or extensionality on
truth values.

E1 ao ≡ bo ⇒ (∀Po→o Pa ⇒ Pb)
This is the non-trivial direction of the extensionality property for truth val-
ues: if ao is equivalent to bo then ao is equal to bo (ao ≡ bo ⇒ a = b).

E2 ∀Po→o P (ao ∧ bo) ⇒ P (b ∧ a).
Any property which holds for a ∧ b also holds for b ∧ a (or simply that
a ∧ b = b ∧ a).

E3 (po→oao ∧ pbo) ⇒ p(b ∧ a)
In other words, an arbitrary property po→o which coincidently holds for ao

and bo also holds for their conjunction.
E4 (∀Xι ∀Pι→o (P (mι→ιX) ⇒ P (nι→ιX))) ⇒ (∀Q(ι→ι)→o Q(λXι mX) ⇒

Q(λXι nX))
This formula can be interpreted as an instance of the ξ-rule (∀Xι mι→ιX =
nι→ιX) ⇒ (λXι mX) = (λXι nX) (See for instance [Bar84]).

E5 (∀Xι ∀Pι→o P (mι→ιX) ⇒ P (nι→ιX)) ⇒ (∀Q(ι→ι)→o Qm ⇒ Qn)
This is an instance of the non-trivial direction of the functional extensionality
axiom for type ι → ι: (∀Xι (mι→ιX) = (nι→ιX) ⇒ m = n).

8 In Problems E1, E2, E4, and E5 we have used Leibniz definition of equality to remove
the intuitive equality symbols.
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C ∨ [Mo = No]
F

CNF(C ∨ [Mo ≡ No]
F )

Equiv
C ∨ [Mα = Nα]F α ∈ {o, ι}

CNF(C ∨ [∀Pα→o PM ⇒ PN ]F )
Leib

C ∨ [Mα→β = Nα→β]F sα Skolem term for this clause

C ∨ [Ms = Ns]F
Func

Fig. 3. Extensionality rules

For a proof of E1 note that the clause normal form of the succedent consists
of the two unit clauses [p0a]F and [p0b]T , where p0 is the Skolem constant for
the variable P . These can be resolved upon to obtain the clause [p0a = p0b]F ,
which can be decomposed to [ao = bo]F . Obviously, this unification constraint
cannot be solved by higher-order unification, and hence the refutation fails. In
this situation, we need the principle of extensionality on truth values, which
allows to replace each negated equality on type o by an equivalence. This leads
to the clause normal form of [ao ≡ bo]F , which contradicts the antecedent of E1
and finally gives us the refutation.

Similar investigations show that the other examples cannot be proven by
HORES too.

Our aim is to find an extension of HORES, which is both Henkin-complete
and adequate for an implementation. Surely, the introduction of axioms for the
extensionality principles can solve the completeness problem in theory, but this
will lead to an explosion of the search space which has to be avoided in prac-
tice. In particular, we do not change the purely negative spirit of the resolution
calculus by introducing axioms but introduce special inference rules.

Definition 6 (Extensional Higher-Order Resolution). The extensional
higher-order resolution calculus ER is HORES extended with the inference
rules in figure 3.

The Rule Leib instantiates the equality symbol by its Leibniz definition and
applies clause normalization. Rule Equiv is directly motivated by the proof at-
tempt of E1 discussed in example 1. Thus rule Equiv reflects the extensionality
property for truth values but in a negative way: if two formulas are not equal
then they are also not equivalent. Rule Func does the same for functional ex-
tensionality: if two functions are not equal then there exists an argument sα on
which these functions differ. To ensure soundness sα has to be a new Skolem
term which contains all the free variables occurring in the given clause.

The new rules strongly connect the unification part of our calculus with
the resolution part. In some sense, they make the unification part extensional,
since they allow to modify unification problems, which are not solvable by pre-
unification alone in an extensional appropriate way and to translate them back
into usual literals, such that we can try to find the right argumentation for
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the solvability of the unification constraints in the general refutation process by
possibly respecting the additionally given clauses in the search space.

Remark 4 (Rule Func). Note that we have already introduced two rules – α and
η in unification (see figure 1) – which are very similar to this one. In fact we can
restrict rule Func to the case were N and M are non-abstractions or vice-versa,
we can remove the α and η rules from simplification as they are subsumed by
the rule Func as purely type-based and apply β-reduction to both sides of the
modified unification constraint.

Remark 5 (Unification Constraints). We have lifted the unification constraints
to clause level by coding them into negated equation literals. Hence the question
arises whether or not resolution and factorization rules are allowed to be applied
on these unification constraints. In order to obtain a Henkin complete calculus
this is not necessary – as our completeness proof shows – if we add the three ex-
tensionality rules discussed in the next subsection. Consequently the unification
constraints do not necessarily have to be coded as negative equation literals, any
other form will work as well.

The coding of unification constraints as negated equation literals becomes
important if one considers an alternative version of extensional higher order
resolution – which we will also motivate below –, where the rule Leib is avoided.

Note that none of the three new extensionality rules introduces any flexible
literal and even better, they introduce no new free variable at all; even if they
heavily increase the search space for refutations, they behave much better –
as experiments show with the LEO theorem prover [BK98,Ben97] – than the
extensionality axioms, which introduce lots of flexible literals in the refutation
process.

3.4 Examples
We now demonstrate the idea of the extensional resolution calculus on examples
E3 and E5:

E3 ∀Po→o (Pao ∧ Pbo) ⇒ P (a ∧ b)

CNF(¬E3) (po→o is a new Skolem constant):
c1: [pa]T c2: [pb]F c3: [p(a ∧ b)]F

Res(c3,c1 ): c4: [p(a ∧ b) = pa]F

Res(c3,c2 ): c5: [p(a ∧ b) = pb]F

Dec(c4 ): c6: [(a ∧ b) = a]F

Dec(c5 ): c7: [(a ∧ b) = b]F

Equiv(c6 ): c8: [a]F ∨ [b]F c9: [a]T ∨ [b]T c10: [a]T

Equiv(c7 ): c11: [a]F ∨ [b]F c12: [a]T ∨ [b]T c13: [b]T

The rest is obvious: Resolve c10 and c13 against c8 (or c11 ). �
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E5 (∀Xι ∀Pι→o P (mι→ιX) ⇒ P (nι→ιX)) ⇒ (∀Q(ι→ι)→o Qm ⇒ Qn)

CNF(¬E5) (q is a new Skolem constant):
c1: [P (mX)]F ∨ [P (nX)]T c2: [qm]T c3: [qn]F

Res(c2,c3 ): c4 : [qm = qn]F

Dec(c4 ): c5 : [m = n]F

Func(c5 ) (sι is a new Skolem constant): c6 : [ms = ns]F

Leib(c6 ) (pι→o is a new Skolem constant): c7 : [p(ms)]T c8 : [p(ns)]F

Note that resolving c2 and c3 immediately against c1 does not lead to a solv-
able unification constraint. Instead we made a detour to the pre-unification
part of the calculus and modified the clauses c2 and c3 in an extensionally
appropriate way. Now c2 and c3 have their counterparts in c7 and c8, but
in contrast to c2 and c3 the new clauses can successfully be resolved against
c1. �

The proofs of the other examples are discussed in [Ben97].

Remark 6 (Optimization of Extensionality). Note the order in which the ex-
tensionality rules were applied in the examples above. For a practical imple-
mentation these examples suggest the following extensionality treatment of
unification constraints: First decompose the unification constraint as much as
possible. Then use rule Func to add as many arguments as possible to both
hand sides of the resulting unification constraints. And last use rule Leib and/or
Equiv to finish the extensionality treatment. In this sense the above rules can
be combined to form only one rule Ext-Treat.

Remark 7 (Rule Leib). Due to an idea of Frank Pfenning every refutation which
uses rule Leib can possibly be done without this rule by resolving against the
extensional modified unification constraint instead, and hence rule Leib may be
superfluous. For example the application of rule Leib in the proof of example E5
can be replaced by an immediate resolution step between clause c1 and c6 :
c7 : [P (mX)]F∨[P (nX) = (ms = ns)]F . And by pre-unification (P ← λYι (ms =
Y ) and X ← s) we immediately get the empty clause. Note that in this case it
is essential that unification constraints are encoded as negative equality literals
(see Remark 5).

However, there are two reasons why rule Leib seems to be very appropriate.
First the completeness proof with respect to Henkin models seems to be more
complicated without rule Leib and isn’t done yet. Additionally the experience
from the implementation work of the system Leo is, that rule Func eases the
implementation and the integration of heuristics. See [Ben97] for a more detailed
discussion.
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4 Soundness and Completeness
Theorem 3 (Soundness of ER). The calculus ER is sound with respect to
Henkin semantics.

Proof. The soundness of HORES is discussed in detail in [Koh94], the only
major difference to the first-order case is the treatment of Skolemization, which
has been discussed in [Mil83].

The soundness of the three new extensionality rules are obvious, as they do
only apply the two extensionality principles and the Leibniz definition, which
are valid in Henkin models.

For the completeness result, we will need a series of disjunction Lemmata,
which are well-known for first-order logic, and which can be proven with the same
techniques, only considering the extra inference rules of ER in the inductions.

Lemma 1. Let Φ, ∆, Γ1, Γ2 ⊆ wffcl(Σ) and A,B ∈ wffcl(Σ). We have

1. If CNF(Φ∗A) �ER � and CNF(Φ∗B) �ER �, then CNF(Φ∗A∨B) �ER �

2. If CNF(Φ∗¬A∗B) �ER � and CNF(Φ∗A∗¬B) �ER �, then CNF(Φ∗¬(A ≡
B)) �ER �

Proof. For the proof of the first assertion we first verify that CNF(Φ ∗A∨B) =
CNF(Φ) ∪ CNF(A) � CNF(B), where Γ � ∆ = := {C ∨ D|C ∈ CNF(A)},D ∈
CNF(B)}. Then we use that Φ∪Γ1�Γ2 �ER �, provided that Φ∪Γ1 �ER � and
Φ ∪ Γ2 �ER �. The second involves a tedious but straightforward calculation.

Lemma 2 (Lifting Lemma). Let Φ be a set of clauses and σ a substitution,
then Φ is refutable by ER, provided that θ(Φ) is.

Proof. The claim is proven by an induction on the structure of the refutation
Dθ: θ(Φ) �ER � be a refutation of θ(Φ) constructing a refutation D for Φ that
is isomorphic to Dθ.

For this task it is crucial to maintain a tight correspondence ω: Φ −→ θ(Φ)
between the respective clause sets. This is formalized by a clause set isomor-
phism, i.e. a bijection of clause sets, that corresponding clauses are isomorphic,
i.e. for a ω respects literal polarities and is compatible with θ, i.e. for any lit-
eral Nα we have ω(N) = θ(N). The main difficulty with lifting properties in
higher-order logic is the fact that due to the existence of predicate variables at
the head of formulae, the propositional structure of formulae can change during
instantiation. For instance if θ(F ) = λXα GX ∨ p, and AT = FaT, then the
pre-literal θ(F ) is split Dθ but not in the ER-derivation already constructed.
The solution of this problem is to apply the rule Prim with a suitable general
binding G∨

α→o = λXα (H1X) ∨ (H2X) and obtain a pre-literal (H1a ∨ H2a)T,
to which can be split in order to regain a clause set isomorphism. Since G∨

α→o

is more general than θ(F ) there is a substitution ρ, such that θ(F ) = ρ(G∨
α→o),

therefore ω((H1a ∨ H2a)T) = θ′((H1a ∨ H2a)T) where θ′ = θ ∪ ρ.



Extensional Higher-Order Resolution 69

Theorem 4 (Completeness of ER). The calculus ER is complete with respect
to Henkin semantics.

Proof. Let ΓΣ be the set of Σ-sentences which cannot be refuted by calculus ER
(ΓΣ := {Φ ⊆ wffcl

o (Σ)|CNF(Φ) �ER �}), then we show that ΓΣ is a saturated
abstract consistency class for Henkin models. This entails completeness of ER
by theorem 1.

Let Φ ∈ ΓΣ. We show that Φ mets the conditions required in definition 1:

∇c Suppose that A,¬A ∈ Φ. Since A is atomic we have CNF(Φ ∗A ∗ ¬A) =
CNF(Φ) ∗ [A]T ∗ [A]F and hence we can derive � with Res and Triv. This
contradicts our assumption.

In all of the remaining cases, we show the contrapositive, e.g. in the next case
we prove, that for all Φ ∈ ΓΣ, if Φ ∗ ¬¬A ∗ A /∈ ΓΣ, then Φ ∗ ¬¬A /∈ ΓΣ, which
entails the assertion.

∇¬ If CNF(Φ ∗ ¬¬A ∗ A) �ER �, then also CNF(Φ ∗ ¬¬A) �ER �, since
CNF(Φ ∗ ¬¬A ∗ A) = CNF(Φ ∗ ¬¬A).

∇βη Analog to ∇¬, since CNF(Φ ∗ A ∗ A↓βη
) = CNF(Φ ∗ A).

∇∨ If CNF(Φ ∗ A ∨ B ∗ A) �ER � and CNF(Φ ∗ A ∨ B ∗ B) �ER �, then
CNF(Φ ∗ A ∨ B) �ER � by lemma 1(3).

∇∧ If CNF(Φ ∗¬(A∨B) ∗¬A ∗¬B) �ER �, then CNF(Φ ∗ ¬(A∨B)) �ER �,
since CNF(Φ ∗ ¬(A ∨ B) ∗ ¬A ∗ ¬B) = CNF(Φ ∗ ¬(A ∨ B)).

∇∀ By the lifting lemma 2.
∇∃ Let CNF(Φ ∗ ¬ΠF ∗ ¬Fw) �D

ER � and note that CNF(Φ ∗ ¬ΠF ∗ ¬Fw) =
CNF(Φ ∗¬Fw′ ∗¬Fw). Now let w′′ be any new constant symbol which does
not occur in Φ or F. Since also w and w′ do not occur in Φ or F it is
easy to verify that their is a derivation CNF(Φ ∗ ¬Fw′′) �D′

ER �, where each
occurrence of ¬Fw′ or ¬Fw is replaced by ¬Fw′′. Hence CNF(Φ∗¬ΠF) �ER
�.

∇b We show that if CNF(Φ∗¬(A .=o B)∗¬A∗B) �ER � and CNF(Φ∗¬(A .=o

B) ∗ A ∗ ¬B) �ER �, then CNF(Φ ∗ ¬(A .= B) �ER �. Note that CNF(Φ ∗
¬(A .= B)) = CNF(Φ∗¬Π(λP ¬PA∨PB)) = CNF(Φ)∗ [rA]T ∗ [rB]F , with
Skolem constant ro→o. Now consider the following derivation

[rA]T [rB]F

[rA .= rB]F
Res

[A .= B]F
Dec

CNF(¬(A ≡ B))
Equiv

Hence CNF(Φ ∗ ¬(A .= B)) �ER CNF(Φ ∗ ¬(A .= B)) ∪ CNF(¬(A ≡ B))
and we get the conclusion as a simple consequence of lemma 1(4).

∇q We show that if CNF(Φ ∗ ¬(F .=α→β G) ∗ ¬(Fw
.=β Gw)) �ER �, then

CNF(Φ∗¬(F .= G)) �ER �. Note that CNF(Φ∗¬(F .= G)∗¬(Fw
.= Gw)) =

CNF(Φ∗¬Π(λQ¬QF∨QG)∗¬Π(λP ¬P (Fw)∨P (Gw))) = CNF(Φ)∗[qF]T ∗
[qG]F ∗[p(Fw)]T ∗[p(Gw)]F and that CNF(Φ∗¬(F .= G)) = CNF(Φ)∗[rF]T ∗
[rG]F , where pβ→o, q(α→β)→o and r(α→β)→o are new Skolem constants. Now
consider the following derivation:
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[rF]T [rG]F

[rF .= rG]F
Res

[F .= G]F
Dec

[Fs
.= Gs]F

Func

[t(Fs)]T
Leib

[t(Gs)]F

Here again sα and tβ→o are new Skolem constants. Hence CNF(Φ) ∗ [rF]T ∗
[rG]F �ER CNF(Φ) ∗ [rF]T ∗ [rG]F ∗ [t(Fs)]T ∗ [t(Gs)F .
Now the conclusion follows from the assumption since s, t and r are only
renamings of the Skolem symbols w, p and q and all do not occur in Φ.

To see that ΓΣ is saturated let A ∈ wffo(Σ) and Φ ⊆ wffcl
o (Σ) with Φ �ER �. We

have to show that Φ∗A �ER � or Φ∗¬A �ER �. For that suppose Φ �ER �, but
Φ ∗A �ER � and Φ ∗¬A �ER �. By lemma 1(3) we get that Φ ∗A∨¬A �ER �,
and hence, since A∨¬A is a tautology, it must be the case that Φ �ER �, which
contradicts our assumption.

5 Conclusion
We have presented an extensional higher-order resolution calculus that is com-
plete relative to Henkin model semantics. The treatment of the extensionality
principles – necessary for the completeness result – by specialized (goal-directed)
inference rules practical applicability, as an implentation of the calculus in the
Leo-System [BK98] shows.
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Abstract. State-of-the-art first-order automated theorem proving sys-
tems have reached considerable strength over recent years. However, in
many areas of mathematics they are still a long way from reliably prov-
ing theorems that would be considered relatively simple by humans. For
example, when reasoning about sets, relations, or functions, first-order
systems still exhibit serious weaknesses. While it has been shown in the
past that higher-order reasoning systems can solve problems of this kind
automatically, the complexity inherent in their calculi and their ineffi-
ciency in dealing with large numbers of clauses prevent these systems
from solving a whole range of problems.
We present a solution to this challenge by combining a higher-order and a
first-order automated theorem prover, both based on the resolution prin-
ciple, in a flexible and distributed environment. By this we can exploit
concise problem formulations without forgoing efficient reasoning on first-
order subproblems. We demonstrate the effectiveness of our approach on
a set of problems still considered non-trivial for many first-order theorem
provers.

1 Introduction

When dealing with problems containing higher-order concepts, such as sets, func-
tions, or relations, today’s state-of-the-art first-order automated theorem provers
(ATPs) still exhibit weaknesses on problems considered relatively simple by hu-
mans (cf. [14]). One reason is that the problem formulations use an encoding
in a first-order set theory, which makes it particularly challenging when trying
to prove theorems from first principles, that is, basic axioms. Therefore, to aid
ATPs in finding proofs, problems are often enriched by hand-picked additional
lemmata, or axioms of the selected set theory are dropped leaving the theory
incomplete. This has recently motivated extensions of state-of-the-art first-order
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calculi and systems, as for example presented in [14] for the Saturate system.
The extended Saturate system can solve some problems from the SET domain
in the TPTP [24] which Vampire [21] and E-Setheo’s [23] cannot solve.

While it has already been shown in [6,2] that many problems of this nature
can be easily proved from first principles using a concise higher-order represen-
tation and the higher-order resolution ATP Leo, the combinatorial explosion
inherent in Leo’s calculus prevents the prover from solving a whole range of
possible problems with one universal strategy. Often higher-order problems re-
quire only relatively few but essential steps of higher-order reasoning, while the
overwhelming part of the reasoning is first-order or even propositional level. This
suggests that Leo’s performance could be improved when combining it with a
first-order ATP to search efficiently for a possible refutation in the subset of
those clauses that are essentially first-order.

The advantages of such a combination — further discussed in Sec. 2 — are
not only that many problems can still be efficiently shown from first principles
in a general purpose approach, but also that problems can be expressed in a
very concise way. For instance, we present 45 problems from the SET domain
of the TPTP-v3.0.1, together with their entire formalisation in less than two
pages in this paper, which is difficult to achieve within a framework that does
not provide λ-abstraction. We use this problem set, which is an extension of the
problems considered in [14], in Sec. 4 to show the effectiveness of our approach.
While many of the considered problems can be proved by Leo alone with some
strategy, the combination of Leo with the first-order ATP Bliksem [11] is not
only able to show more problems, but also needs only a single strategy to solve
them. Several of our problems are considered very challenging by the first-order
community and five of them (of which Leo can solve four) have a TPTP rating
of 1.00, saying that they cannot be solved by any TPTP prover to date.

Technically, the combination — described in more detail in Sec. 3 — has been
realised in the concurrent reasoning system Oants [22,8] which enables the co-
operation of hybrid reasoning systems to construct a common proof object. In
our past experiments, Oants has been successfully employed to check the valid-
ity of set equations using higher-order and first-order ATPs, model generation,
and computer algebra [5]. While this already enabled a cooperation between
Leo and a first-order ATP, the proposed solution could not be classified as a
general purpose approach. A major shortcoming was that all communication of
partial results had to be conducted via the common proof object, which was
very inefficient for hard examples. Thus, the solved examples from set theory
were considered too trivial, albeit they were often similar to those still consid-
ered challenging in the TPTP in the first-order context. In this paper we now
present a novel approach to the cooperation between Leo and Bliksem inside
Oants by decentralising communication. This leads not only to a higher overall
efficiency — Sec. 4 details our results — but also to a general purpose approach
based on a single strategy in Leo.
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2 Why Linking Higher-Order and First-Order?

Existing higher-order ATPs generally exhibit deficits in efficiently reasoning with
first-order problems for several reasons. Unlike in the case of first-order provers,
for which sophisticated calculi and strategies, as well as advanced implementa-
tion techniques, such as term indexing [19], have been developed, fully mech-
anisable higher-order calculi are still at a comparably early stage of develop-
ment. Some problems are much harder in higher-order, for instance, unification
is undecidable, strong constraining term- and literal-orderings are not available,
extensionality reasoning and set variable instantiation has to be addressed. Nev-
ertheless, for some mathematical problem domains, such as naive set theory, for
instance, automated higher-order reasoning performs very well.

We motivate the need for linking higher-order and first-order ATPs with some
examples from Table 1. It contains a range of challenging problems taken from
the TPTP, against which we will evaluate our system in Sec. 4. The problems are
given by the identifiers used in the SET domain of the TPTP, and are formalised
in a variant of Church’s simply typed λ-calculus with prefix polymorphism. In
classical type theory terms and all their sub-terms are typed. Polymorphism
allows the introduction of type variables such that statements can be made for
all types. For instance, in problem SET014+4 the universally quantified variable
Xoα denotes a mapping from objects of type α to objects of type o. We use
Church’s notation oα, which stands for the functional type α → o. The reader is
referred to [1] for a more detailed introduction. In the remainder, o will denote
the type of truth values, and small Greek letters will denote arbitrary types.
Thus, Xoα (resp. its η-longform λyα Xy) is actually a characteristic function
denoting the set of elements of type α, for which the predicate associated with
X holds. As further notational convention, we use capital letter variables to
denote sets, functions, or relations, while lower case letters denote individuals.
Types are usually only given in the first occurrence of a variable and omitted if
inferable from the context.

The problems in Table 1 employ defined concepts that are specified in a
knowledge base of hierarchical theories that Leo has access to. All concepts
necessary for defining our problems in Table 1 are given in Table 2. Concepts are
defined in terms of λ-expressions and they may contain other, already specified
concepts. For presentation purposes, we use customary mathematical symbols
∪,∩, etc., for some concepts like union, intersection, etc., and we also use infix
notation. For instance, the definition of union on sets can be easily read in
its more common mathematical representation A ∪ B := {x|x ∈ A ∨ x ∈ B}.
Before proving a problem, Leo always expands — recursively, if necessary — all
occurring concepts. This straightforward expansion to first principles is realised
by an automated preprocess in our current approach.

SET171+3 We first discuss example SET171+3 to contrast our formalisation to
a standard first-order one. After recursively expanding the input problem, that is,
completely reducing it to first principles, Leo turns it into a negated unit clause.
Since this initial clause is not in normal form, Leo first normalises it with explicit



418 C. Benzmüller et al.

Table 1. Problems from TPTP for the evaluation of Oants

SET Problem Formalisation

014+4 ∀Xoα, Yoα, Aoα [[X ⊆ A ∧ Y ⊆ A] ⇒ (X ∪ Y ) ⊆ A]
017+1 ∀xα, yα, zα [UnOrderedPair(x, y) = UnOrderedPair(x, z) ⇒ y = z]
066+1 ∀xα, yα [UnOrderedPair(x, y) = UnOrderedPair(y, x)
067+1 ∀xα, yα [UnOrderedPair(x, x) ⊆ UnOrderedPair(x, y)]
076+1 ∀xα, yα ∀Zoα x ∈ Z ∧ y ∈ Z ⇒ UnOrderedPair(x, y) ⊆ Z
086+1 ∀xα ∃yα [y ∈ Singleton(x)]
096+1 ∀Xoα, yα [X ⊆ Singleton(y) ⇒ [X = ∅ ∨ X = Singleton(y)]]
143+3 ∀Xoα, Yoα, Zoα [(X ∩ Y ) ∩ Z = X ∩ (Y ∩ Z)]
171+3 ∀Xoα, Yoα, Zoα [X ∪ (Y ∩ Z) = (X ∪ Y ) ∩ (X ∪ Z)]
580+3 ∀Xoα, Yoα, uα [u ∈ ExclUnion(X, Y ) ⇔ [u ∈ X ⇔ u ∈ Y ]]
601+3 ∀ Xoα, Yoα, Zoα[(X ∩ Y ) ∪ ((Y ∩ Z) ∪ (Z ∩ X)) = (X ∪ Y ) ∩ ((Y ∪ Z) ∩ (Z ∪ X))]
606+3 ∀Xoα, Yoα [X\(X ∩ Y ) = X\Y ]
607+3 ∀Xoα, Yoα [X ∪ (Y \X) = X ∪ Y ]
609+3 ∀Xoα, Yoα, Zoα [X\(Y \Z) = (X\Y ) ∪ (X ∩ Z)]
611+3 ∀Xoα, Yoα [X ∩ Y = ∅ ⇔ X\Y = X]
612+3 ∀Xoα, Yoα, Zoα [X\(Y ∪ Z) = (X\Y ) ∩ (X\Z)]
614+3 ∀Xoα, Yoα, Zoα [(X\Y )\Z = X\(Y ∪ Z)]
615+3 ∀Xoα, Yoα, Zoα [(X ∪ Y )\Z = (X\Z) ∪ (Y \Z)]
623+3 ∀Xoα, Yoα, Zoα [ExclUnion(ExclUnion(X, Y ), Z) = ExclUnion(X, ExclUnion(Y, Z))]
624+3 ∀Xoα, Yoα, Zoα [Meets(X, (Y ∪ Z)) ⇔ [Meets(X, Y ) ∨ Meets(X, Z)]]
630+3 ∀Xoα, Yoα [Misses(X ∩ Y, ExclUnion(X, Y ))]
640+3 ∀Roβα, Qoβα [Subrel(R, Q) ⇒ Subrel(R, (λuα �) × (λvβ �))]
646+3 ∀xα, yβ [Subrel(Pair(x, y), (λuα �) × (λvβ �)) ]
647+3 ∀Roβα, Xoα [(RDom(R) ⊆ X) ⇒ Subrel(R, X × RCodom(R))]
648+3 ∀Roβα, Yoβ [(RCodom(R) ⊆ Y ) ⇒ Subrel(R, RDom(R) × Y )]
649+3 ∀Roβα, Xoα, Yoβ [[RDom(R) ⊆ X ∧ RCodom(R) ⊆ Y ] ⇒ Subrel(R, X × Y )]
651+3 ∀Roβα [RDom(R) ⊆ Aoα ⇒ Subrel(R, A × (λuβ �))]
657+3 ∀Roβα [Field(R) ⊆ ((λuα �) ∪ (λvβ �))]
669+3 ∀Roαα [Subrel(Id(λuα �), R) ⇒ [(λuα �) ⊆ RDom(R) ∧ (λuα �) = RCodom(R)]]
670+3 ∀Zoα, Roβα, XoαYoβ [IsRelOn(R, X, Y ) ⇒ IsRelOn(RestrictRDom(R, Z), Z, Y )]
671+3 ∀Zoα, Roβα, Xoα, Yoβ [[IsRelOn(R, X, Y ) ∧ X ⊆ Z] ⇒ RestrictRDom(R, Z) = R]
672+3 ∀Zoβ , Roβα, XoαYoβ [IsRelOn(R, X, Y ) ⇒ IsRelOn(RestrictRCodom(R, Z), X, Z)]
673+3 ∀Zoβ , Roβα, Xoα, Yoβ [[IsRelOn(R, X, Y ) ∧ Y ⊆ Z] ⇒ RestrictRCodom(R, Z) = R]
680+3 ∀Roβα, Xoα, Yoβ [IsRelOn(R, X, Y ) ⇒

[∀uα u ∈ X ⇒ [u ∈ RDom(R) ⇔ ∃vβ v ∈ Y ∧ R(u, v)]]]
683+3 ∀Roβα, Xoα, Yoβ [IsRelOn(R, X, Y ) ⇒

[∀vβ v ∈ Y ⇒ [v ∈ RCodom(R) ⇒ ∃uα u ∈ X ∧ u ∈ RDom(R)]]]
684+3 ∀Poβα, Roγβ , xα, zγ [RelComp(P, R)xz ⇔ ∃yβ Pxy ∧ Ryz]
686+3 ∀Zoα, Roγβ , xα [x ∈ InverseImageR(R, Z) ⇔ ∃yα Rxy ∧ x ∈ Z]
716+4 ∀Fβα, Gγβ [[Inj (F ) ∧ Inj (G)] ⇒ Inj (G ◦ F )]
724+4 ∀Fβα, Gγβ , Hγβ [[F ◦ G = F ◦ H ∧ Surj (F )] ⇒ G = H]
741+4 ∀Fβα, Gγβ , Hαγ [[Inj ((F ◦ G) ◦ H) ∧ Surj ((G ◦ H) ◦ F ) ∧ Surj ((H ◦ F ) ◦ G)] ⇒ Bij (H)]
747+4 ∀Fβα, Gγβ , �1

oαα, �2
oββ , �3

oγγ [[IncreasingF(F, �1, �2) ∧ DecreasingF(G, �2, �3)] ⇒
DecreasingF(F ◦ G, �1, �3)]

752+4 ∀Xoα, Yoα, Fβα [ImageF(F, X ∪ Y ) = ImageF(F, X) ∪ ImageF(F, Y )]
753+4 ∀Xoα, Yoα, Fβα [ImageF(F, X ∩ Y ) ⊆ ImageF(F, X) ∩ ImageF(F, Y )]
764+4 ∀Fβα [InverseImageF(F, ∅) = ∅]
770+4 ∀Roβα, Qoβα [[EquivRel(R) ∧ EquivRel(Q)] ⇒

[EquivClasses(R) = EquivClasses(Q) ∨ Disjoint(EquivClasses(R), EquivClasses(Q))]]

clause normalisation rules to reach some proper initial clauses. In our concrete
case, this normalisation process leads to the following unit clause consisting of a
(syntactically not solvable) unification constraint (here Boα, Coα,Doα are Skolem
constants and Bx is obtained from expansion of x ∈ B):

[(λxα Bx ∨ (Cx ∧ Dx)) =? (λxα (Bx ∨ Cx) ∧ (Bx ∨ Dx))]

Note that negated primitive equations are generally automatically converted
by Leo into unification constraints. This is why [(λxα Bx ∨ (Cx ∧ Dx)) =?
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Table 2. Defined concepts occurring in problems from Table 1

Defined Notions in Theory Typed Set
∈ := λxα, Aoα [Ax]
∅ := [λxα ⊥]

⊆ := λAoα, Boα [∀xα x ∈ A ⇒ x ∈ B]
∪ := λAoα, Boα [λxα x ∈ A ∨ x ∈ B]
∩ := λAoα, Boα [λxα x ∈ A ∧ x ∈ B]

:= λAoα [λxα x /∈ A]
\ := λAoα, Boα [λxα x ∈ A ∧ x /∈ B]

ExclUnion( , ) := λAoα, Boα [(A\B) ∪ (B\A)]
Disjoint( , ) := λAoα, Boα [A ∩ B = ∅]

Meets( , ) := λAoα, Boα [∃xα x ∈ A ∧ x ∈ B]
Misses( , ) := λAoα, Boα [¬∃xα x ∈ A ∧ x ∈ B]

Defined Notions in Theory Relation
UnOrderedPair( , ) := λxα, yα [λuα u = x ∨ u = y]

Singleton( ) := λxα [λuα u = x]
Pair( , ) := λxα, yβ [λuα, vβ u = x ∧ v = y]

× := λAoα, Boβ [λuα, vβ u ∈ A ∧ v ∈ B]
RDom( ) := λRoβα [λxα ∃yβ Rxy]

RCodom( ) := λRoβα [λyβ ∃xα Rxy]
Subrel( , ) := λRoβα, Qoβα [∀xα ∀yα Rxy ⇒ Qxy]

Id( ) := λAoα [λxα, yα x ∈ A ∧ x = y]
Field( ) := λRoβα [RDom(B) ∪ RCodom(R)]

IsRelOn( , , ) := λRoβα, Aoα λBoβ [∀xα, yβ Rxy ⇒ (x ∈ A ∧ x ∈ B)]
RestrictRCodom( , ) := λRoβα, Aoα [λxα, yβ x ∈ A ∧ Rxy]

RelComp( , ) := λRoβα, Qoγβ [λxα, zγ ∃yβ Rxy ∧ Ryz]
InverseImageR( , ) := λRoβα, Boβ [λxα ∃yβ y ∈ B ∧ Rxy]

Reflexive( ) := λRoβα [∀xα Rxx]
Symmetric( ) := λRoβα [∀xα ∀yα Rxy ⇒ Ryx]
Transitive( ) := λRoβα [∀xα ∀yα ∀zα Rxy ∧ Ryz ⇒ Rxz]

EquivRel( ) := λRoβα [Reflexive(R) ∧ Symmetric(R) ∧ Transitive(R)]
EquivClasses( ) := λRoαα [λAoα ∃uα u ∈ A ∧ ∀vα v ∈ A ⇔ Ruv]

Defined Notions in Theory Function
Inj ( ) := λFβα [∀xα, yβ F (x) = F (y) ⇒ x = y]

Surj ( ) := λFβα [∀yβ ∃xα y = F (x)]
Bij ( ) := λFβα Surj (F ) ∧ Inj (F )

ImageF( , ) := λFβα, Aoα [λyβ ∃xα x ∈ A ∧ y = F (x)]
InverseImageF( , ) := λFβα, Boβ [λxα ∃yβ y ∈ B ∧ y = F (x)]

◦ := λFβα, Gγβ [λxα G(F (x))]
IncreasingF( , , ) := λFβα, �1

oαα, �2
oββ [∀xα, yα x �1 y ⇒ F (x) �2 F (y)]

DecreasingF( , , ) := λFβα, �1
oαα, �2

oββ [∀xα, yα x �1 y ⇒ F (y) �2 F (x)]

(λxα (Bx ∨ Cx) ∧ (Bx ∨ Dx))] is generated, and not [(λxα Bx ∨ (Cx ∧ Dx)) =
(λxα (Bx∨Cx)∧ (Bx∨Dx))]F . Observe, that we write [.]T and [.]F for positive
and negative literals, respectively. Leo then applies its goal directed functional
and Boolean extensionality rules which replace this unification constraint by the
negative literal (where x is a Skolem constant):

[(Bx ∨ (Cx ∧ Dx)) ⇔ ((Bx ∨ Cx) ∧ (Bx ∨ Dx))]F

This unit clause is again not normal; normalisation, factorisation and subsump-
tion yield the following set of clauses:

[Bx]F [Bx]T ∨ [Cx]T [Bx]T ∨ [Dx]T [Cx]F ∨ [Dx]F

This set is essentially of propositional logic character and trivially refutable. Leo

needs 0.56 seconds for solving the problem and generates a total of 36 clauses.
Let us consider now this same example SET171+3 in its first-order formula-

tion from the TPTP (see Table 3). We can observe that the assumptions provide
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Table 3. TPTP problem SET171+3 — distributivity of ∪ over ∩

Assumptions: ∀B, C, x [x ∈ (B ∪ C) ⇔ x ∈ B ∨ x ∈ C] (1)

∀B, C, x [x ∈ (B ∩ C) ⇔ x ∈ B ∧ x ∈ C] (2)

∀B, C [B = C ⇔ B ⊆ C ∧ C ⊆ B] (3)

∀B, C [B ∪ C = C ∪ B] (4)

∀B, C [B ∩ C = C ∩ B] (5)

∀B, C [B ⊆ C ⇔ ∀x x ∈ B ⇒ x ∈ C] (6)

∀B, C [B = C ⇔ ∀x x ∈ B ⇔ x ∈ C] (7)

Proof Goal: ∀B, C, D [B ∪ (C ∩ D) = (B ∪ C) ∩ (B ∪ D)] (8)

only a partial axiomatisation of naive set theory. On the other hand, the specifi-
cation introduces lemmata that are useful for solving the problem. In particular,
assumption (7) is trivially derivable from (3) with (6). Obviously, clausal normal-
isation of this first-order problem description yields a much larger and more diffi-
cult set of clauses. Furthermore, definitions of concepts are not directly expanded
as in Leo. It is therefore not surprising that most first-order ATPs still fail to
prove this problem. In fact, very few TPTP provers were successful in proving
SET171+3. Amongst them are Muscadet 2.4. [20], Vampire 7.0, and Satu-

rate. The natural deduction system Muscadet uses special inference rules for
sets and needs 0.2 seconds to prove this problem. Vampire needs 108 seconds.
The Saturate system [14] (which extends Vampire with Boolean extension-
ality rules that are a one-to-one correspondence to Leo’s rules for Extensional
Higher-Order Paramodulation [3]) can solve the problem in 2.9 seconds while
generating 159 clauses. The significance of such comparisons is clearly limited
since different systems are optimised to a different degree. One noted difference
between the experiments with first-order provers listed above, and the experi-
ments with Leo and Leo-Bliksem is that first-order systems often use a case
tailored problem representation (e.g., by avoiding some base axioms of the ad-
dressed theory), while Leo and Leo-Bliksem have a harder task of dealing with
a general (not specifically tailored) representation.

For the experiments with Leo and the cooperation of Leo with the first-order
theorem prover Bliksem, λ-abstraction as well as the extensionality treatment
inherent in Leo’s calculus [4] is used. This enables a theoretically4 Henkin-
complete proof system for set theory. In the above example SET171+3, Leo gen-
erally uses the application of functional extensionality to push extensional unifi-
cation constraints down to base type level, and then eventually applies Boolean
extensionality to generate clauses from them. These are typically much simpler
and often even propositional-like or first-order-like (FO-like, for short), that is,
they do not contain any ‘real’ higher-order subterms (such as a λ-abstraction or

4 For pragmatic reasons, such as efficiency, most of Leo’s tactics are incomplete. Leo’s
philosophy is to rely on a theoretically complete calculus, but to practically provide
a set of complimentary strategies so that these cover a broad range of theorems.
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embedded equations), and are therefore suitable for treatment by a first-order
ATP or even a propositional logic decision procedure.

SET624+3 Sometimes, extensionality treatment is not required and the origi-
nally higher-order problem is immediately reduced to only FO-like clauses. For
example, after expanding the definitions, problem SET624+3 yields the following
clause (where Boα, Coα,Doα are again Skolem constants):

[(∃xα (Bx ∧ (Cx ∨ Dx)) ⇔ ((∃xα Bx ∧ Cx) ∨ (∃xα Bx ∧ Dx))]F

Normalisation results in 26 FO-like clauses, which present a hard problem for
Leo: it needs approx. 35 seconds (see Sec. 4) to find a refutation, whereas first-
order ATPs only need a fraction of a second.

SET646+3 Sometimes, problems are immediately refuted after the initial clause
normalisation. For example, after definition expansion in problem SET646+3 we
get the following clause (where Boα, Coα, xα are again Skolem constants):

[Ax ⇒ (∀yβ By ⇒ (∀uα ∀vβ (u = x ∧ v = y) ⇒ ((¬⊥) ∧ (¬⊥))))]F

Normalisation in Leo immediately generates a basic refutation (i.e., a clause
[⊥]T ∨ [⊥]T ) without even starting proof search.

SET611+3 The examples discussed so far all essentially apply extensionality
treatment and normalisation to the input problem in order to immediately gen-
erate a set of inconsistent FO-like clauses. Problem SET611+3 is more compli-
cated as it requires several reasoning steps in Leo before the initially consistent
set of available FO-like clauses grows into an inconsistent one. After definition
expansion, Leo is first given the input clause:

[∀Aoα, Boα (λxα (Ax ∧ Bx)) = (λxα ⊥)) ⇔ (λxα (Ax ∧ ¬Bx)) = (λxα Ax)]F

which it normalises into:

[(λxα (Ax ∧ Bx)) =? (λxα ⊥)] ∨ [(λxα (Ax ∧ ¬Bx)) =? (λxα Ax)] (9)
[(λxα (Ax ∧ Bx)) = (λxα ⊥)]T ∨ [(λxα (Ax ∧ ¬Bx)) = (λxα Ax)]T (10)

As mentioned before, the unification constraint (9) corresponds to:

[(λxα (Ax ∧ Bx)) = (λxα ⊥)]F ∨ [(λxα (Ax ∧ ¬Bx)) = (λxα Ax)]F (11)

Leo has to apply to each of these clauses and to each of their literals appro-
priate extensionality rules. Thus, several rounds of Leo’s set-of-support-based
reasoning procedure are required, so that all necessary extensionality reasoning
steps are performed, and sufficiently many FO-like clauses are generated which
can be refuted by Bliksem.

In summary, each of the examples discussed in this section exposes a motiva-
tion for our higher-order/first-order cooperative approach to theorem proving.
In particular, they show that:
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– Higher-order formulations allow for a concise problem representation which
often allows easier and faster proof search than first-order formulations.

– Higher-order problems can often be reduced to a set of first-order clauses
that can be more efficiently handled by a first-order ATP.

– Some problems are trivially refutable after clause normalisation.
– Some problems require in-depth higher-order reasoning before a refutable

first-order clause set can be extracted.

3 Higher-Order/First-Order Cooperation via Oants

The cooperation between higher-oder and first-order reasoners, which we inves-
tigate in this paper, is realised in the concurrent hierarchical blackboard archi-
tecture Oants [7]. We first describe in Sec. 3.1 the existing Oants architecture.
In order to overcome some of its problems, in particular efficiency problems, we
devised within Oants a new and improved cooperation method for the higher-
order ATP Leo and first-order provers (in particular, Bliksem) – we describe
this in Sec. 3.2. We address the question of how to generate the necessary clauses
in Sec. 3.3, and discuss soundness and completeness of our implementation of
the higher-order/first-order cooperation in Sec. 3.4.

3.1 Oants

Oants was originally conceived to support interactive theorem proving but was
later extended to a fully automated proving system [22,8]. Its basic idea is to
compose a central proof object by generating, in each proof situation, a ranked
list of potentially applicable inference steps. In this process, all inference rules,
such as calculus rules or tactics, are uniformly viewed with respect to three
sets: premises, conclusions, and additional parameters. The elements of these
three sets are called arguments of the inference rule and they usually depend
on each other. An inference rule is applicable if at least some of its arguments
can be instantiated with respect to the given proof context. The task of the
Oants architecture is now to determine the applicability of inference rules by
computing instantiations for their arguments.

The architecture consists of two layers. On the lower layer, possible instanti-
ations of the arguments of individual inference rules are computed. In particular,
each inference rule is associated with its own blackboard and concurrent pro-
cesses, one for each argument of the inference rule. The role of every process is
to compute possible instantiations for its designated argument of the inference
rule, and to record these on the blackboard. The computations are carried out
with respect to the given proof context and by exploiting information already
present on the blackboard, that is, argument instantiations computed by other
processes. On the upper layer, the information from the lower layer is used for
computing and heuristically ranking the inference rules that are applicable in
the current proof state. The most promising rule is then applied to the central
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proof object and the data on the blackboards is cleared for the next round of
computations.

Oants employs resource reasoning to guide search.5 This enables the con-
trolled integration (e.g., by specifying time-outs) of full-fledged external rea-
soning systems such as automated theorem provers, computer algebra systems,
or model generators into the architecture. The use of the external systems is
modelled by inference rules, usually one for each system. Their corresponding
computations are encapsulated in one of the independent processes in the ar-
chitecture. For example, an inference rule modelling the application of an ATP
has its conclusion argument set to be an open goal. A process can then place
an open goal on the blackboard, where it is picked up by a process that applies
the prover to it. Any computed proof or partial-proof from the external system
is again written to the blackboard from where it is subsequently inserted into
the proof object when the inference rule is applied. While this setup enables
proof construction by a collaborative effort of diverse reasoning systems, the co-
operation can only be achieved via the central proof object. This means that all
partial results have to be translated back and forth between the syntaxes of the
integrated systems and the language of the proof object. Since there are many
types of integrated systems, the language of the proof object — a higher-order
language even richer than Leo’s, together with a natural deduction calculus —
is expressive but also cumbersome. This leads not only to a large communication
overhead, but also means that complex proof objects have to be created (large
clause sets need to be transformed into large single formulae to represent them in
the proof object; the support for this in Oants to date is inefficient), even if the
reasoning of all systems involved is clause-based. Consequently, the cooperation
between external systems is typically rather inefficient [5].

3.2 Cooperation via a Single Inference Rule

In order to overcome the problem of the communication bottleneck described
above, we devised a new method for the cooperation between a higher-order
and a first-order theorem prover within Oants. Rather than modelling each
theorem prover as a separate inference rule (and hence needing to translate
the communication via the language of the central proof object), we model the
cooperation between a higher-order (concretely, Leo) and a first-order theorem
prover (in our case study Bliksem) in Oants as a single inference rule. The
cooperation between these two theorem provers is carried out directly and not via
the central proof object. This avoids translating clause sets into single formulae
and back. While in our previous approach the cooperation between Leo and
an FO-ATP was modelled at the upper layer of the Oants architecture, our
new approach presented in this paper models their cooperation by exploiting the
lower layer of the Oants blackboard architecture. This is not an ad hoc solution,

5
Oants provides facilities to define and modify the processes at run-time. But notice
that we do not use these advanced features in the case study presented in this paper.
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but rather, it demonstrates Oants’s flexibility in modelling the integration of
cooperative reasoning systems.

Concretely, the single inference rule modelling the cooperation between Leo

and a first-order theorem prover needs four arguments to be applicable: (1) an
open proof goal, (2) a partial Leo proof, (3) a set of FO-like clauses in the
partial proof, (4) a first-order refutation proof for the set of FO-like clauses.
Each of these arguments is computed, that is, its instantiation is found, by
an independent process. The first process finds open goals in the central proof
object and posts them on the blackboard associated with the new rule. The
second process starts an instance of the Leo theorem prover for each new open
goal on the blackboard. Each Leo instance maintains its own set of FO-like
clauses. The third process monitors these clauses, and as soon as it detects a
change in this set, that is, if new FO-like clauses are added by Leo, it writes
the entire set of clauses to the blackboard. Once FO-like clauses are posted, the
fourth process first translates each of the clauses directly into a corresponding
one in the format of the first-order theorem prover, and then starts the first-order
theorem prover on them. Note that writing FO-like clauses on the blackboard is
by far not as time consuming as generating higher-order proof objects. As soon
as either Leo or the first-order prover finds a refutation, the second process
reports Leo’s proof or partial proof to the blackboard, that is, it instantiates
argument (2). Once all four arguments of our inference rule are instantiated, the
rule can be applied and the open proof goal can be closed in the central proof
object. That is, the open goal can be proved by the cooperation between Leo

and a first-order theorem prover. When computing applicability of the inference
rule, the second and the fourth process concurrently spawn processes running
Leo or a first-order prover on a different set of FO-like clauses. Thus, when
actually applying the inference rule, all these instances of provers working on
the same open subgoal are stopped.

The cooperation can be carried out between any first-order theorem prover
and Leo instantiated with any strategy, thus resulting in different instantiations
of the inference rule discussed above. While several first-order provers are inte-
grated in Oants and could be used, Bliksem was sufficient for the case study
reported in this paper (see Sec. 4). In most cases, more than one Bliksem pro-
cess was necessary. But as the problems were always concerned with only one
subgoal, only one Leo process had to be started.

Our approach to the cooperation between a higher-order and a first-order
theorem prover has many advantages. The main one is that the communication
is restricted to the transmission of clauses, and thus it avoids intermediate trans-
lation into the language of the central proof object. This significantly reduces
the communication overhead and makes effective proving of more involved theo-
rems feasible. A disadvantage of this approach is that we cannot easily translate
and integrate the two proof objects produced by Leo and Bliksem into the
central proof object maintained by Oants, as is possible when applying only
one prover per open subgoal. Providing such translation remains future work.
The repercussions will be discussed in more detail in Sec. 3.4.
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3.3 Extracting FO-Like Clauses from Leo

Crucial to a successful cooperation between Leo and a first-order ATP is obvi-
ously the generation of FO-like clauses. Leo always maintains a heap of FO-like
clauses. In the current Leo system this heap remains rather small since Leo’s
standard calculus intrinsically avoids primitive equality and instead provides
a rule that replaces occurrences of primitive equality with their corresponding
Leibniz definitions which are higher-order. The Leibniz principle defines equal-
ity as follows =oαα:= λxα λyα [∀Poα Px ⇒ Py]. Leo also provides a rule which
replaces syntactically non-unifiable unification constraints between terms of non-
Boolean base type by their respective representations that use Leibniz equality.
While the clauses resulting from these rules are still refutable in Leo, they are
not refutable by Bliksem without adding set theory axioms. We illustrate the
effect by the following simple example, where aι, bι, and fιι are constants:

a = b ⇒ f(a) = f(b)

Depending on whether we work with primitive equality or Leibniz equality this
problem is reduced to the clause sets in either (12) or (13) respectively (in the
latter Poι is a new free variable, and Qoι is a new Skolem constant):

[a = b]T [f(a) =? f(b)] (12)
[Pa]F ∨ [Pb]T [Q(f(a))]T [Q(f(b))]F (13)

While the former is obviously refutable in Bliksem, the latter is not. Leo, how-
ever, still finds a refutation for the latter and generates the crucial substitution
P ← λxα Q(f(x)) by higher-order pre-unification.

To circumvent this problem, we adapted the relevant rules in Leo. Instead
of immediately constructing Leibniz representation of clauses, an intermediate
representation containing primitive equality is generated and dumped on the
heap of FO-like clauses. As a consequence, additional useful FO-like clauses are
accumulated and the heap can become quite large, in particular, since we do
not apply any subsumption to the set of FO-like clauses (this is generally done
more efficiently by a first-order ATP anyway). Recent research has shown that
Leibniz equality is generally very bad for automating higher-order proof search.
Thus, future work in Leo includes providing support for full primitive equality
and avoiding Leibniz equations.

3.4 Soundness and Completeness of the Cooperation

Clearly, soundness and completeness properties depend on the corresponding
properties of the systems involved, in our case, of Leo and Bliksem.
Soundness: The general philosophy of Oants is to ensure the correctness of
proofs by the generation of explicit proof objects, which can be checked inde-
pendently from the proof generation. In particular, reasoning steps of ATPs have
to be translated into Oants’s natural deduction calculus via the Tramp proof
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transformation system [17] to be machine-checkable. Since the cooperative proof
result of Leo-Bliksem cannot yet be directly inserted into the centralised proof
object, the generation of a machine-checkable proof object is not yet supported.
One possible solution is to insert Bliksem proofs into Leo proofs at the right
places. Then, the modified Leo proofs can be inserted into the centralised proof
object, and hence, explicit proof objects can be generated by Oants. In princi-
ple, there is no problem with this, however, it is not yet implemented.

While there are many advantages in guaranteeing correctness of proofs by
checking them, it is worth noting that the combination of Leo and Bliksem

is sound under the assumption that the two systems are sound. Namely, to
prove a theorem it is sufficient to show that a subset of clauses generated in
the proof is inconsistent. If Leo generates an inconsistent set of clauses, then
it does so correctly by assumption, be it a FO-like set or not. Assuming that
the translation from FO-like clauses to truly first-order clauses preserves consis-
tency/inconsistency, then a set of clauses that is given to Bliksem is inconsistent
only if Leo generated an inconsistent set of clauses in the first place. By the as-
sumption that Bliksem is sound follows that Bliksem will only generate the
empty clause when the original clause set was inconsistent.

Thus, soundness of our cooperative approach critically relies only on the
soundness of the selected transformational mapping from FO-like clauses to
proper first-order clauses. We use the mapping from Tramp, which has been
previously shown to be sound and is based on [16]. Essentially, it injectively maps
expressions such as P (f(a)) to expressions such as @1

pred(P,@1
fun(f, a)), where

the @ are new first-order operators describing function and predicate applica-
tion for particular types and arities. The injectivity of the mapping guarantees
soundness, since it allows each proof step to be mapped back from first-order to
higher-order. Hence, our higher-order/first-order cooperative approach between
Leo and Bliksem is sound.
Completeness: Completeness (in the sense of Henkin completeness) can in prin-
ciple be achieved in higher-order systems, but practically, the strategies used
are typically not complete for efficiency reasons. Let us assume that we use a
complete strategy in Leo. All that our procedure does is pass FO-like clauses
to Bliksem. Hence, no proofs can be lost in this process. That is, completeness
follows trivially from the completeness of Leo.

The more interesting question is whether particular cooperation strategies
will be complete as well. For instance, in Leo we may want to give higher
preference to real higher-order steps which guarantee the generation of first-
order clauses.

4 Experiments and Results

We conducted several experiments to evaluate our hybrid reasoning approach.
In particular, we concentrated on problems given in Table 1. We investigated
several Leo strategies in order to compare Leo’s individual performance with
the performance of the Leo-Bliksem cooperation. Our example set differs from
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the one in [14] in that it contains some additional problems, and it also omits
an entry for problem SET108+1. This problem addresses the universal class and
can therefore not be formalised in type theory in the same concise way as the
other examples, but only in a way very similar to the one given in TPTP.

Table 4 presents the results of our experiments. All timings given in the
table are in seconds. The first column contains the TPTP identifier of the prob-
lem. The second column relates some of the problems to their counterparts in the
Journal of Formalized Mathematics (JFM; see mizar.org/JFM) where they orig-
inally stem from. This eases the comparison with the results in [6,2], where the
problems from the JFM article Boolean Properties of Sets were already solved:
the problems are named with prefix ‘B:’. Prefix ‘RS1:’ stands for the JFM ar-
ticle Relations Defined on Sets. The third column lists the TPTP (v3.0.1 as of
20 January 2005, see http://www.tptp.org) difficulty rating of the problem,
which indicates how hard the problem is for first-order ATPs (difficulty rating
1.00 indicates that no TPTP prover can solve the problem).

The fourth, fifth and sixth columns list whether Saturate, Muscadet

(v2.4) and E-Setheo (csp04), respectively, can (+) or cannot (–) solve a prob-
lem. The seventh column lists the timing results for Vampire (v7). The results
for Saturate are taken from [14] (a ‘?’ in Table 4 indicates that the result
was not listed in [14] and is thus unavailable). The results for Muscadet and
E-Setheo are taken from the on-line version of the solutions provided with the
TPTP. Since the listed results were obtained from different experiments on dif-
ferent platforms, their run-time comparison would be unfair, and was thus not
carried out. The timings for Vampire, on the other hand, are based on private
communication with A. Voronkov and they were obtained on a computer with a
very similar specification as we used for the Leo-Bliksem timings. Note, that
the results for Vampire and E-Setheo reported in [14] differ for some of the
problems to the ones in TPTP. This is probably due to different versions of the
systems tested, for instance, the TPTP uses Vampire version 7, while the results
reported in [14] are based on version 5. The results in columns four through to
seven show that some problems are still very hard for first-order ATPs, as well
as for the special purpose theorem prover Muscadet. Column eight and nine
in Table 4 list the results for Leo alone and Leo-Bliksem, respectively. Each
of these two columns is further divided into sub-columns to allow for a detailed
comparison.

All our experiments (for the values of Leo and Leo-Bliksem) were con-
ducted on a 2.4 GHz Xenon machine with 1GB of memory and an overall time
limit of 100 seconds. For our experiments with Leo alone in column eight in
Table 4 we tested four different strategies. Mainly, they differ in their treat-
ment of equality and extensionality. This ranges from immediate expansion of
primitive equality with Leibniz equality and limited extensionality reasoning,
STANDARD (ST), to immediate expansion of primitive equality and moderate
extensionality reasoning, EXT, to delayed expansion of primitive equality and
moderate extensionality reasoning, EXT-INPUT (EI), and finally to delayed ex-
pansion of primitive equality and advanced recursive extensionality reasoning,

http://www.tptp.org
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Table 4. Experimental data for the benchmark problems given in Table 1

TPTP- Mizar Diffi- Satu- Mus E-Se- Vamp- LEO LEO-Bliksem

Problem Problem culty rate cadet theo ire 7 Strat. Cl. Time Cl. Time FOcl FOtm GnCl
SET014+4 .67 + + + .01 ST 41 .16 34 6.76 19 .01 7
SET017+1 .56 – – + .03 EXT 3906 57.52 25 8.54 16 .01 74
SET066+1 1.00 ? – – – – – – 26 6.80 20 10 56
SET067+1 .56 + + + .04 ST 6 .02 13 .32 16 .01 12
SET076+1 .67 + – + .00 – – – 10 .47 18 .01 35
SET086+1 .22 + – + .04 ST 4 .01 4 .01 N/A N/A N/A
SET096+1 .56 + – + .03 – – – 27 7.99 14 .01 25
SET143+3 B:67 .67 + + + 68.71 EIR 37 .38 33 7.93 18 .01 19
SET171+3 B:71 .67 + + – 108.31 EIR 36 .56 25 4.75 19 .01 20
SET580+3 B:23 .44 + + + 14.71 EIR 25 .19 6 2.73 8 .01 13
SET601+3 B:72 .22 + + + 168.40 EIR 145 2.20 55 4.96 8 .01 13
SET606+3 B:77 .78 + – + 62.02 EIR 21 .33 17 10.8 15 .01 5
SET607+3 B:79 .67 + + + 65.57 EIR 22 .31 17 7.79 15 .01 6
SET609+3 B:81 .89 + + – 161.78 EIR 37 .60 26 6.50 19 10 17
SET611+3 B:84 .44 + – + 60.20 EIR 996 12.69 72 32.14 38 .01 101
SET612+3 B:85 .89 + – – 113.33 EIR 41 .54 18 3.95 6 .01 7
SET614+3 B:88 .67 + + – 157.88 EIR 38 .46 19 4.34 16 .01 17
SET615+3 B:89 .67 + + – 109.01 EIR 38 .57 17 3.59 6 .01 9
SET623+3 B:99 1.00 ? – – – EXT 43 8.84 23 9.54 10 .01 14
SET624+3 B:100 .67 + – + .04 ST 4942 34.71 54 9.61 46 .01 212
SET630+3 B:112 .44 + – + 60.39 EIR 11 .07 6 .08 8 10 4
SET640+3 RS1:2 .22 + – + 70.41 EIR 2 .01 2 .01 N/A N/A N/A
SET646+3 RS1:8 .56 + – + 59.63 EIR 2 .01 2 .01 N/A N/A N/A
SET647+3 RS1:9 .56 + – + 64.21 EIR 26 .15 13 .30 13 .01 15
SET648+3 RS1:10 .56 + – + 64.22 EIR 26 .15 14 .30 13 .01 16
SET649+3 RS1:11 .33 – – + 63.77 EIR 45 .30 29 5.49 12 .01 16
SET651+3 RS1:13 .44 – – + 63.88 EIR 20 .10 11 .16 10 10 11
SET657+3 RS1:19 .67 + – + 1.44 EIR 2 .01 2 .01 N/A N/A N/A
SET669+3 RS1:19 .22 – – + .34 EI 35 .22 35 .23 N/A N/A N/A
SET670+3 RS1:33 1.00 ? – – – EXT 15 .17 17 .36 16 .01 6
SET671+3 RS1:34 .78 – – + 218.02 EIR 78 .64 7 2.71 10 .01 14
SET672+3 RS1:35 1.00 ? – – – EXT 27 .4 30 .70 21 .01 11
SET673+3 RS1:36 .78 – – + 47.86 EIR 78 .65 14 5.66 14 .01 16
SET680+3 RS1:47 .33 + – + .07 ST 185 .88 29 4.61 18 .01 24
SET683+3 RS1:50 .22 + – + .06 ST 46 .20 35 8.90 18 10 24
SET684+3 RS1:51 .78 – – + .33 ST 275 2.45 46 5.95 26 .01 47
SET686+3 RS1:53 .56 – – + .11 ST 274 2.36 46 5.37 26 .01 46
SET716+4 .89 + + – – ST 39 .45 18 3.81 18 .01 118
SET724+4 .89 + + – – EXT 154 2.75 18 7.21 15 10 23
SET741+4 1.00 ? – – – – – – – – – – –
SET747+4 .89 – + – – ST 34 .46 25 1.11 18 10 10
SET752+4 .89 ? + – – – – – 50 6.60 48 .01 4363
SET753+4 .89 ? + – – – – – 15 3.07 12 10 19
SET764+4 .56 + + + .02 EI 9 .05 8 .04 N/A N/A N/A
SET770+4 .89 + + – – – – – – – – – –

EXT-INPUT-RECURSIVE (EIR). Column eight in Table 4 presents the fastest
strategy for a respective problem (Strat.), the number of clauses generated by
Leo (Cl.), and the total runtime (Time). While occasionally there were more
than one Leo strategy that could solve a problem, it should be noted that none
of the strategies was successful for all the problems solved by Leo.

In contrast to the experiments with Leo alone, we used only the EXT-INPUT
strategy for our experiments with the Leo-Bliksem cooperation. Column nine in
Table 4 presents the number of clauses generated by Leo (Cl.) together with the
time (Time), and in addition, the number of first-order clauses sent to Bliksem

(FOcl), the time used by Bliksem (FOtm), and the number of clauses generated
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by Bliksem (GnCl). Note, that we give the data only for the first instance that
Bliksem actually succeeded in solving the problem. This time also includes
the time needed to write and process input and output files over the network.
While Leo and instances of Bliksem were running in separate threads (each
run of Bliksem was given a 50 second time limit), the figures given in the
‘Time’ column reflect the overall time needed for a successful proof. That is,
it contains the time needed by all concurrent processes: Leo’s own process as
well as those processes administering the various instances of Bliksem. Since
all these processes ran on a single processor, there is potential to ameliorate the
overall runtimes by using real multiprocessing.

Note also, that the number of clauses in Leo’s search space is typically low
since subsumption is enabled. Subsumption, however, was not enabled for the
accumulation of FO-like clauses in Leo’s bag of FO-like clauses. This is why
there are usually more clauses in this bag (which is sent to Bliksem) than there
are available in Leo’s search space. Finally, observe that for some problems a
refutation was found after Leo’s clausal normalisation, and therefore Bliksem

was not applicable (N/A).
While Leo itself can solve a majority of the considered problems with some

strategy, the Leo-Bliksem cooperation can solve more problems and, moreover,
needs only a single Leo strategy. We can also observe that for many problems
that appear to be relatively hard for Leo alone (e.g., SET017+1, SET611+3,
SET624+3), the Leo-Bliksem cooperation solves them not only more quickly,
but also it sometimes reduces the problems to relatively small higher-order pre-
processing steps with subsequent easy first-order proofs, as for instance, in the
case of SET017+1.

From a mathematical viewpoint the investigated problems are trivial and,
hence, they should ideally be reliably and very efficiently solvable within a
proof assistant. This has been achieved for the examples in Table 4 (except for
SET741+4 and SET770+4) by our hybrid approach. While some of the proof
attempts now require slightly more time than when using Leo alone with a spe-
cialised strategy, they are, in most cases, still faster than when proving with a
first-order system.

5 Related Work and Conclusion

Related to our approach is the Techs system [12], which realises a coopera-
tion between a set of heterogeneous first-order theorem provers. Similarly to our
approach, partial results in Techs are exchanged between the different theo-
rem provers in form of clauses. The main difference to the work of Denzinger
et al. (and other related architectures like [13]) is that our system bridges be-
tween higher-order and first-order automated theorem proving. Also, unlike in
Techs, we provide a declarative specification framework for modelling exter-
nal systems as cooperating, concurrent processes that can be (re-)configured at
run-time. Related is also the work of Hurd [15] which realises a generic inter-
face between HOL and first-order theorem provers. It is similar to the solution
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previously achieved by Tramp [17] in Omega, which serves as a basis for the
sound integration of ATPs into Oants. Both approaches pass essentially first-
order clauses to first-order theorem provers and then translate their results back
into HOL resp. Omega. Some further related work on the cooperation of Is-
abelle with Vampire is presented in [18]. The main difference of our work to
the related systems is that while our system calls first-order provers from within
higher-order proof search, this is not the case for [15,17,18].

One of the motivations for our work is to show that the cooperation of higher-
order and first-order automated theorem provers can be very successful and ef-
fective. The results of our case study provide evidence for this: our non-optimised
system outperforms related work on state-of-the-art first-order theorem provers
and their ad hoc extensions such as Saturate [14] on 45 mathematical problems
chosen from the TPTP SET category. Among them are four problems which
cannot be solved by any TPTP system to date. In contrast to the first-order
situation, these problems can in fact be proved in our approach reliably from
first principles, that is, without avoiding relevant base axioms of the underlying
set theory, and moreover, without the need to provide relevant lemmata and
definitions by hand.

The results of our case study motivate further research in the automation
of higher-order theorem proving and the experimentation with different higher-
order to first-order transformation mappings (such as the ones used by Hurd)
that support our hybrid reasoning approach. They also provide further evidence
for the usefulness of the Oants approach as described in [8,5] for flexibly mod-
elling the cooperation of reasoning systems.

Our results also motivate the need for a higher-order extension of the TPTP
library in which alternative higher-order problem formalisations are linked with
their first-order counterparts so that first-order theorem provers could also be
evaluated against higher-order systems (and vice versa).

Future work is to investigate how far our approach scales up to more complex
problems and more advanced mathematical theories. In less trivial settings as
discussed in this paper, we will face the problem of selecting and adding relevant
lemmata to avoid immediate reduction to first principles and to appropriately
instantiate set variables. Relevant related work for this setting is Bishop’s ap-
proach to selectively expand definitions as presented in [9] and Brown’s PhD
thesis on set comprehension in Church’s type theory [10].
Acknowledgements For advice and help we thank Chad Brown, Andreas
Meier, Andrei Voronkov, and Claus-Peter Wirth.
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Abstract: This paper reports on the integration of the higher-order theorem proving
environment Tps [Andrews et al., 1996] into the mathematical assistant 
mega [Benz-
m�uller et al., 1997]. Tps can be called from 
mega either as a black box or as an
interactive system. In black box mode, the user has control over the parameters which
control proof search inTps; in interactive mode, all features of theTps-system are avail-
able to the user. If the subproblem which is passed to Tps contains concepts de�ned in

mega's database of mathematical theories, these de�nitions are not instantiated but
are also passed to Tps. Using a special theory which contains proof tactics that model
the ND-calculus variant of Tps within 
mega, any complete or partial proof generated
in Tps can be translated one to one into an 
mega proof plan. Proof transformation is
realised by proof plan expansion in 
mega's 3-dimensional proof data structure, and
remains transparent to the user.

1 Introduction

Current theorem proving systems, whether automatic or interactive, are usually
strong in some domains while lacking reasoning power in others. Furthermore,
there are no standardised formats for databases of higher-order problems, as
there are for �rst-order problems [Sutcli�e et al., 1994], and so higher-order the-
orem provers are generally unable to share databases of problems. In recent years
there have been several attempts to combine two or more systems and hence
to allow various theorem provers with di�erent proof strategies to cooperate
on a problem [Giunchiglia et al., 1996], to allow users of an interactive system
to invoke an external automatic system on a subproblem [Slind et al., 1998a;
Slind et al., 1998b; Meier, 1997; Dahn et al., 1994] or to avoid duplication of
work by sharing databases [Felty and Howe, 1997].

In this paper we describe the integration of the higher-order theorem proving
system Tps into the mathematical assistant 
mega, and discuss the bene�ts
that this provides for both systems. For a preliminary report on our work we
refer to [Benzm�uller and Sorge, 1998b].

1 Supported by the National Science Foundation under grant CCR-9624683.
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1.1 The Tps system

Tps [Andrews et al., 1996] is a higher-order theorem proving system for clas-
sical type theory (Church's simply-typed �-calculus). Proofs in Tps may be
constructed automatically using the matings method (connection method) [An-
drews, 1981], or interactively using an extended variant of Gentzen's natural
deduction calculus [Gentzen, 1935]. Automatic proofs may be translated into
natural deduction format [Miller, 1984; Pfenning, 1987], and hence the user may
interleave the automatic and interactive proof methods by, for example, invoking
the automatic component on a subproblem of a partially-completed interactive
proof. This translation between automatic and natural deduction proofs provides
the basis for the integration of Tps and 
mega.

There are several built-in automatic search procedures in Tps, each of which
is governed by a set of parameters (known as ags) which may be adjusted by
the user or even automatically by Tps itself. Furthermore Tps can expand de�-
nitions using the dual instantiation strategy described in [Bishop and Andrews,
1998]; this provides an e�ective way to decide which abbreviations to instanti-
ate during a proof. Tps provides a library for storing objects such as theorems,
de�nitions and modes (groups of ag settings), and can also store and retrieve
�les containing sequences of commands (work �les) or natural deduction proofs
(proof �les). All of these facilities are also used in the integration of 
mega and
Tps.

A more complete description of the capabilities of Tps is provided in [An-
drews et al., 1997], or online at http://www.cs.cmu.edu/~andrews/tps.html.

1.2 The 
mega system

The 
mega-system [Benzm�uller et al., 1997] is designed as an interactive mathe-
matical assistant system, aimed at supporting proof development in mainstream
mathematics. It consists of a variety of tools including a proof planner [Huang et
al., 1994], a graphical user interface L
UI [Siekmann et al., 1998], the Proverb
system [Huang and Fiedler, 1997] for translating proofs into natural language,
and a variety of external systems such as computer algebra systems [Kerber
et al., 1998], automated theorem provers [McCune, 1994; Baumgartner and Fur-
bach, 1994; Weidenbach et al., 1996] and constraint solvers. 
mega also provides
the built-in higher-order theorem prover Leo [Benzm�uller and Kohlhase, 1998],
which specialises in reasoning about higher-order equality and extensionality.


mega is, like Tps, a theorem proving system for classical type theory
(Church's simply-typed �-calculus) which uses a ND calculus variant as its basic
inference mechanism. However the set of basic ND rules in Tps is larger than
that in 
mega, in order to keep Tps proofs concise and readable. Therefore cer-
tain rules in Tps abstract over small subproofs (such as RuleP, which abstracts
over proofs in propositional logic, cf. Section 3). In 
mega, however, the set of
basic ND-rules is just large enough to ensure completeness, and all extensions to
the basic ND-calculus (e.g. equality substitution) are de�ned as tactics. Never-
theless, proofs can be both constructed and displayed on several abstract levels
by using a 3-dimensional data structure (see Section 2) for representing (partial)
proofs. The structure on the one hand enables the user to freely switch back and
forth between di�erent abstract levels and on the other hand provides a means
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for directly integrating results of external reasoners while leaving the expansion
to the calculus level to 
mega's tactic mechanism.

Further information and an online version of 
mega are available over the
Internet at http://www.ags.uni-sb.de/~omega/.

1.3 Bene�ts of integrating Tps and 
mega

Both Tps and 
mega use a higher-order logic based on Church's simply-typed
�-calculus, and both use a Gentzen-style natural deduction calculus; this makes
the integration somewhat easier and more natural than it might otherwise have
been. However, the two systems are still di�erent enough for each to bene�t
considerably from the other.


mega is designed to be a mathematical assistant, and so contains a small
basic set of natural deduction rules, plus many de�ned tactics. 
mega provides
facilities such as a database of mathematical theories, a proof planner, proof
verbalisation, integration of computer algebra systems and �rst-order theorem
provers, and a graphical display in which the level of detail provided may be
varied by the user. Since many of the prede�ned theories contain higher-order
concepts, problems formulated in these theories will naturally lie beyond the
capabilities of the �rst-order theorem provers which have already been integrated
into 
mega, and so the principal bene�t of the integration for 
mega is the
addition of a powerful higher-order automated theorem prover as an external
reasoning component.

Tps, on the other hand, is designed to be a system for proving theorems in
a speci�c logic (as well as a tool for research into automated theorem proving).
Tps must keep its proofs as concise as possible, since it has a command-line
interface rather than the graphical interface of 
mega, and so it contains a
larger range of natural deduction rules than 
mega. Tps has comparatively
few prede�ned theories, since all but the smallest such theories contain far too
many axioms for any of its automatic search procedures to cope with. Further-
more, Tps cannot invoke any external reasoning components. For Tps, then,
the principal bene�ts of integration with 
mega are the addition of a graphical
interface, proof verbalisation, and the ability to use external reasoning systems
(although the present integration does not allow Tps to call such systems itself,
it can in e�ect call them through 
mega, since 
mega can call both Tps and
the other systems, and any proof known to 
mega can be passed to Tps).

2 Natural Deduction Proofs in 
mega

The essential prerequisite for a smooth integration of Tps proofs into 
mega
proofs is 
mega's ability to expand abstract inference steps into inferences in
its own calculus. This enables the de�nition of abstract inference methods that
can incorporate both decision procedures and partial proofs from other systems.
In this section we will elaborate further on this issue by giving an overview of
the core of the 
mega system.

The entire process of theorem proving in 
mega can be viewed as an in-
terleaving process of proof planning, plan execution, and veri�cation, centred
around the so-called Proof Plan Data Structure (PDS). A PDS is a hierarchical
data structure which represents a (partial) proof at di�erent levels of abstraction
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Figure 1: 
mega's 3-dim. PDS

(called proof plans). It is represented as a directed acyclic graph, where the nodes
are justi�ed by tactics or methods. Conceptually, each justi�cation represents
a proof plan (the expansion of the justi�cation) at a lower level of abstraction
that is computed when the justi�cation is expanded. A proof plan can be recur-
sively expanded until a fully explicit proof on the calculus level (ND) has been
reached. In 
mega, the original proof plan is kept in a 3-dimensional expansion
hierarchy (cf. Figure 1). Thus the PDS makes explicit the hierarchical structure
of proof plans and retains it for further applications such as proof explanation
or analogical transfer of plans.

Once a proof plan is completed, its justi�cations can successively be expanded
to verify the well-formedness of the resulting PDS. When the expansion process
is completed, the establishment of correctness of the ND proof relies solely on
the correctness of the veri�er and the calculus. This approach also provides a
basis for a controlled integration of external reasoning components { such as an
automated theorem prover or a computer algebra system { if each reasoner's
results can (on demand) be transformed into a sub-PDS.

A PDS can be constructed by automated or mixed-initiative planning, or
by pure user interaction. In particular, new pieces of the PDS can be added by
directly calling tactics, by inserting facts from a data base, or by calling some
external reasoner.

In order to demonstrate the basic expansion mechanism we consider the ND-
rule 8E and the simple tactic 8�E:

8x:A
[t=x]A

8E(t)
8x1; : : : ; xn:A

[t1=x1; : : : ; tn=xn]A
8�E(t1; : : : ; tn)

The application of the latter would be on an abstract level in the PDS and
its expansion to ND-level would result in a sequence of applications of the 8E-
rule. Besides providing a means for handling the application and expansion of
these rather small abstractions, the PDS is also the foundation for integrating
deductions from external reasoning components into 
mega on a very abstract
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level. We exploit this possibility for the integration of Tps by specifying three
di�erent abstraction levels for Tps's deductions:

1. A single justi�cation expressing that a proof for a particular subproblem has
been found by Tps.

2. A second expansion level incorporates the original Tps proof into 
mega's
PDS . On this level the justi�cations for the respective proof lines contain
the justi�cations of the original Tps proof.

3. A third level where the Tps justi�cations are mapped to corresponding

mega tactics. However, this level does not correspond to a proof on the
calculus level, as some of the tactics might need to be expanded even further.

3 The Integration

The general integration approach, as illustrated in Figure 2, is divided into �ve
steps A{E. Currently the integration is still one-directional; Tps can be used
from within 
mega, but 
mega cannot be used from within Tps. We start with
a partial proof plan, on an arbitrary abstraction level in 
mega, that contains an
open subproblem we want to prove with Tps. In step A the focused subproblem
is extracted and, together with the relevant concepts from 
mega's knowledge
base, translated into Tps syntax. In step B Tps reads the translated problem and
either tries to �nd a proof automatically (when called in automatic mode from

mega) or pops up its command interface for interactive proof development
(when called in interactive mode from 
mega; see the screen-shot in Example 3
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in the appendix). The result is a complete or partial proof that is mirrored one-
to-one as an 
mega proof plan in step C. In step D, this proof plan is inserted
into 
mega's proof data structure (PDS) in order to �ll the given gap. Finally, a
Tps proof which has been modelled on 
mega's proof tactic level is transformed
into a proper proof in 
mega's basic ND-calculus by proof plan expansion in step
E. This transformation may require support from the other external reasoners
already integrated into 
mega. Since all of the particular expansion steps in
the proof transformation are stored in 
mega's 3-dimensional PDS , 
mega's
expansion/contraction mechanism for proof tactics allows the user to move freely
between the Tps proof on an abstract level, the proof on 
mega's basic ND-
calculus level, and all of the intermediate levels of abstraction. This ensures that
proof transformation is transparent to the user, and remains so even as the user
examines the proof on di�erent levels of abstraction.

In the following we will discuss the particular integration steps in more detail,
using the following example as an illustration:

Example 1. (THM136) 8ro��:transitive (transitive-closure r)
This example states that the transitive closure of a relation is transitive2.

This problem is de�ned within 
mega's theory RELATION, which also pro-
vides the recursively entailed de�ned concepts which are transitive-closure, tran-
sitive and sub-relation. These are de�ned as follows:
transitive-closure := �ro��:�x�:�y�:8qo��:

(sub-relation r q ^ transitive q)) q x y
transitive := �ro��:8x�; y�; z�:(r x y ^ r y z)) r x z
sub-relation := �ro��:�qo��:8x�; y�:r x y ) q x y

3.1 A: Calling Tps from 
mega

When calling Tps within 
mega the user speci�es the subgoal to be proved,
some parameters which specify the proof heuristic to be used by Tps, and a time
limit for this proof attempt. Furthermore the user may specify de�nitions that
are entailed in the problem but which are not to be passed to Tps, in order to
force Tps to treat them as uninterpreted constants.

Firstly, the focused subproblem is extracted from 
mega's PDS, by iden-
tifying the open subgoal explicitly mentioned as a parameter and determining
its support nodes. Then 
mega computes the set of all de�ned concepts that
are recursively entailed in the extracted subproblem, and eliminates from this
set all those concepts which the user has explicitly prohibited from being passed
to Tps. Thus for THM136 we get exactly the three de�nitions shown above,
assuming that the user has permitted all de�nitions to be passed to Tps. In the
next step both this subproblem and the selected de�nitions are translated into
Tps syntax. As both systems implement a logic based upon Church's simply-
typed �-calculus, and even their representations of types are very similar, this
translation process is rather trivial, and we shall not discuss it in much detail.
However, there are some minor considerations to be taken care of:

2 Information on the syntax: In Tps the type (� ! �) !  is denoted ((��)). In
particular, the type o�� (i.e. ((o�)�)) is the type � ! � ! o of a binary relation
on objects of type �.
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1. Tps uses a small set of constant symbols with a �xed semantics (e.g. the
logical connectives), and these symbols must not be rede�ned.

2. The polymorphic types which are allowed in 
mega must usually be re-
named in order for Tps to interpret them correctly.

3. It is important to maintain a mapping between the initial Tps proof lines in
the translated subproblem and their counterparts in 
mega's PDS.

Problems 1 and 2 are solved by setting up hash-tables within 
mega which store
the necessary information about renamings of constant symbols (in 1) and the
correspondence between the polymorphic type-symbols (in 2). As the line num-
bering in Tps steadily changes, we can not use another hash-table for solving 3.
Fortunately, Tps allows the user to attach arbitrary additional information to
each proof line; we use this feature to mark the Tps proof lines in the translated
subproblem with the names of their counterparts on the 
mega side.

Apart from the above-mentioned hash-tables, the most important results of
phase A are two �les containing all the necessary information for TPS. The
�rst �le | which we call the problem-�le | contains the information on the
subproblem in focus and the recursively embedded de�ned concepts. The second
�le | the command-�le | contains a sequence of commands to be executed by
Tps. These commands tell Tps to read the problem-�le, to set the proof tactic as
speci�ed by the user and, in the case that Tps is called in automatic mode (see
phase B), to invoke Tps's mating-search procedure. The problem-�le created by

mega for our example THM136 is presented in the appendix of this paper (see
Example 2).

3.2 B: Automatic or Interactive Proof Search in Tps

Tps can be called from 
mega in either automatic or interactive mode. In the
former case the Tps core image is started as a black box and the only information
visible to the user is the time resource allocated to Tps's proof attempt. Tps
executes only the commands which are speci�ed in the command-�le created by

mega.

When Tps is called in interactive mode, an xterm with Tps's command user
interface pops up (see Example 3 in the appendix) and the interactive session
is initialised by the commands stored in the command-�le. The user can then
interactively use all the available features of Tps in order to construct a complete
or partial ND-style proof.

Tps's built-in proof transformation procedure [Miller, 1984; Pfenning, 1987]
translates mating proofs into ND-calculus such that, in both interactive and
automatic modes, the �nal result of the proof attempt is either a complete or
partial proof in Tps's ND-calculus variant. This (partial) proof is then stored in
a tps-output �le3 and passed back to 
mega.

A very important feature of our approach is that Tps can use its mechanism
for dual instantiation [Bishop and Andrews, 1998] within its mating-search pro-
cedure. This is possible because we do not expand all de�ned concepts before

3 Actually there are two �les produced by Tps, one containing the (partial) proof in
ASCII format and one containing the same proof in a Lisp-like presentation. The
former is only used to present the original Tps proof within 
mega and the latter,
which is the more important of the two, is used in phase C to translate the Tps
proof to 
mega.
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passing the subproblem to Tps, but instead pass these concepts as additional
information and leave the subproblem as it is. Thus Tps can decide on its own
whether it is necessary to expand particular de�ned concepts or not. Example 1,
above, is a good example of a theorem which cannot be proven by Tps if all
the de�nitions are expanded before the mating-search procedure is called4. For
a detailed discussion see [Bishop and Andrews, 1998]. The proof generated by
Tps for THM136 is presented in Example 3 in the appendix.

3.3 C & D: Representing Tps Proofs as 
mega-Proof Plans and
Insertion of Proof Plans

One main idea of our approach is to provide as transparent a translation mech-
anism as possible, by modelling Tps's ND-calculus variant on 
mega's proof
tactic level. We implement this modelling by de�ning a special theory TPS in

mega's knowledge base. For each possible Tps ND justi�cation, the theory
TPS introduces a corresponding 
mega-tactic; the expansion contents of some
of these tactics are presented in Example 5 in the appendix. There is one ad-
ditional black box tactic tps, which will be used to provide the most abstract
view of subproblems proven by Tps. The concrete proof translation proceeds as
follows:

1. A proof generated by Tps is mirrored one to one as a proof plan in 
mega
by mapping the particular proof justi�cations in the Tps proof to the cor-
responding proof tactics provided by the special theory TPS in 
mega's
knowledge base. In order to guarantee a correct mapping of the entailed
constants and type symbols, the translation process uses the hash-tables con-
structed by 
mega in phase A. Furthermore, the correspondence between
the proof lines of the focused 
mega-subproblem and the corresponding
Tps proof lines is given as explicit information in the Tps proof. The proof
plan we obtain for THM136 is presented as Example 4 in the appendix.

2. The resulting proof plan is then stored in 
mega with a reference to the
subproblem on which Tps has been called. Some additional information
is also stored, such as the original Tps proof in ASCII format, the proof
parameters and some proof statistics.

In phase D the open line itself is �rst closed and justi�ed by using the special
black box tactic tps, thereby providing the most abstract view of the proof for
our subproblem in focus. By expanding this special tactic the corresponding
proof plan is inserted in 
mega's PDS , and the structure of the original Tps
proof can be visualised in 
mega's graphical user interface L
UI [Siekmann et
al., 1998]. Example 6 in the appendix presents the proof structure of the original
Tps proof for THM136 (see Examples 3 and 4), graphically visualised in L
UI.

3.4 E: Transparent Proof Transformation by Proof Plan Expansion

It remains to transform the abstract proof plan representing the Tps proof
into 
mega's own basic ND-calculus variant. Such a proof transformation is

4 This theorem is still a challenging problem for current ATP's. Apart from a proof
constructed by 
mega's proof planner using very special control information [Sehn,
1995], Tps is the only system known to the authors that can automatically �nd a
proof.
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necessary, as 
mega's philosophy on integrated systems is not to trust any
externally-produced proof until it can be transformed and proof checked on

mega's basic ND-calculus level. The transformation problem for Tps proofs
has a very simple solution since the ND-calculus variants of both systems are
very similar, and the other external reasoners already integrated to 
mega
(e.g. Otter [McCune, 1994]) can fruitfully support the transformation in non-
trivial cases.

Proof transformation is realised via tactic expansion. Each proof tactic de-
�ned in 
mega's special TPS theory contains speci�c expansion information
that maps any concrete application of this particular tactic onto a proof on a
lower, more detailed proof level in 
mega's PDS. Thus, by stepwise tactic ex-
pansion, the original Tps proof mirrored in 
mega can �nally be transformed
into 
mega's basic ND-calculus level. A nice side e�ect of this approach is
that the original Tps proof, the corresponding 
mega ND-proof and all inter-
mediate levels of the proof transformation process are permanently stored in

mega's PDS . Consequently the exible tactic expansion/contraction mech-
anism in 
mega allows users to analyse the proof on whatever level interests
them. Example 6 in the appendix presents two di�erent layers in 
mega's PDS .

We distinguish four categories of expansion tactics de�ned in the TPS theory,
as follows:

I Simple mapping: Many rules of the ND-calculus variant of Tps have direct
counterparts in 
mega. Examples are presented in Figure 3. Here tactic
tps*ForallE is mapped to 
mega's basic ND-calculus rule 8E and the tactic
tps*Conj is mapped to the tactic ^E , which itself expands into the basic ND-
calculus rules ^El

and ^Er
. The expansion content of the tactic tps*ForallE

is presented in Example 5 in the appendix.
II Case Distinction: Some tactics of the TPS theory need case distinctions in

their expansion mapping. For example, the tactic tps*Neg justi�es applica-
tions of the push negation as well as the pull negation principle; see Figure 3.

mega provides the corresponding tactics Pushneg and Pullneg, and thus
the expansion of tps*Neg simply analyses the situation and maps to either
Pushneg or Pullneg, as appropriate. Both Pushneg and Pullneg are tactics
that expand with case distinction mappings to a lower level in 
mega's
PDS . By subsequent tactic expansion we �nally get a medium-sized deriva-
tion in 
mega's basic ND-calculus. The de�nition of the tactic tps*Neg is
presented in Example 5 in the appendix.

III Restructuring: Existential quanti�cation elimination in TPS (the particular
rule in TPS is called RuleC) structures a proof slightly di�erently from the
corresponding rule 9E in 
mega; see Figure 3. Consequently the expansion
of the tactic tps*RuleC into rule 9E requires some simple restructuring of
the proof with respect to the dependencies between some proof lines.

IV External Reasoners: Tps abbreviates pure propositional logic derivations in
a complex ND proof with a single-step justi�cation, called RuleP, and hides
the boring details from the user. Thus both RuleP and the 
mega-tactic
tps*RuleP mean that a particular proof line follows from some premise lines
by propositional logic. We need a way to expand this rather general justi�ca-
tion, with so little detailed information available, into a concrete derivation
in 
mega's basic ND-calculus. An extravagant solution would be to imple-
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Cat. Tps tactic in 
mega Expansion Mapping 
mega's ND-calculus

I

....
8x:A

[x a]A
....

tps*Foralle(a)

....
8x:A

[x a]A
....

8E(a)

....
8x:A

[x a]A
....

8E(a)

I

....
A ^ B
A B....

tps*Conj

....
A ^ B
A B....

^E

....
A ^ B
A

^El

....
A ^ B
B

^Er

....

....
:A

A0

....

tps*Neg

....
:A

A0

....

Pushneg

....
:A

derivation D1

A0

....

II

....
A0

:A....

tps*Neg

....
A0

:A....

Pullneg

....
A0

derivation D2
:A....

III

....
9x:A

[[x a]A]1
tps*Choose(a)

....
B
B....

tps*RuleC1

....
9x:A

[[x a]A]1
....
B

B....

9E
1

....
9x:A

[[x a]A]1
....
B

B....

9E
1

IV

....
A

A0

....

tps*RuleP

....
A

A0

....

call-PL-ATP

....
A

derivation D3

A0

....

Figure 3: Transparent transformation of Tps proofs into 
mega proofs, as re-
alised by 
mega's tactic expansion mechanism.
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ment a propositional logic prover in 
mega and to employ this prover in the
expansion of tps*RuleP. Fortunately there are already several systems inte-
grated to 
mega, such as the �rst-order provers Otter [McCune, 1994],
Spass [Weidenbach et al., 1996] or Protein [Baumgartner and Furbach,
1994], which can be used instead. In fact, Tps itself also provides a special
propositional logic mode that can be used to construct detailed proposi-
tional logic proofs. Hence no additional implementation e�ort with respect
to the expansion of tps*RuleP is necessary; we simply map tps*RuleP to a
recursive call of an arbitrary system, already integrated to 
mega, that is
able to construct propositional logic derivations (see Figure 3). In the �rst
implementation we used Otter in connection with a special mapping from
higher-order to propositional logic. We can also map tps*RuleP back to a call
of Tps in propositional logic mode. Then, by expanding tps*RuleP, 
mega's
tactic mechanism automatically performs a recursive call to Tps. The de�-
nition of the tactic tps*RuleP is presented in Example 5 in the appendix.

4 Examples

Our integration approach does not restrict the set of examples that can be proved
by Tps. If one introduces the necessary de�nitions in 
mega's knowledge base
then generally all the theorems provable by Tps alone should be provable by
calling Tps from 
mega as well. Among the Tps examples that have already
been proven by calling Tps from 
mega (where they can be fully expanded and
proof checked) are5:
Cantor's theorem: 8go�:g <card (P g)
The cardinality of the powerset of a set g is greater than the cardinality of g.
THM15b: 8f��:(9g��:(iteratep+ f g)

^ (9x�:(g x) = x ^ (8z�:(g z) = z ) z = x)
) (9y�:((f y) = y))

This theorem is discussed in detail in [Andrews et al., 1996]. It states that if
some positive iterate of f has a unique �xed point, then f has a �xed point.
THM48: 8f��:8g��:(injectivep f) ^ (injectivep g) ) (injectivep (f � g))
The composition of injective functions is injective.
THM134: 8z�:8g��:(iteratep+ (�x�:z) g)) (8x�:(g x) = z)
The only positive iterate of a constant function is that function.
THM135: 8f��:8g

1
��:8g

2
��:(iteratep f g1)^(iteratep f g2)) (iteratep f (g1�g2))

The composition of two iterates of a function f is an iterate of f .

5 These examples from the Tps library are also discussed in [Andrews et al., 1996].The
de�nitions occurring in the above examples are de�ned in 
mega's knowledgebase
(analogously to Tps's library) as follows:
<card := �go�:�ho�::9f��:(surjective g h f)
surjective := �fo�:�go�:�h��:8x�:(gx)) (9y�:(fy) ^ (x = (hy)))
P := superset, superset := �uo�:�vo�:8x�(u x)) (v x)
iteratep := �f��:�g��:8po��:(p (�u�:u) ^ (8j��:(p j)) (p (f � j))))) (p g)
iteratep+ := �f��:�g��:8po��:(p f) ^ (8j��:(p j)) (p (f � j)))) (p g)
injectivep := �f� :8x�:8y� :((f x) = (f y))) (x = y)
� := �f� :�g� :�x�:g (f x)
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THM270: 8f��:8g�:8h�: (8x�:h (f x) = g x) ^ (8y�:9x�:f x = y)
^ (8x�:8y�:f (x �1 y) = (f x) �2 (f y))
^ (8x�:8y�:g (x �1 y) = (g x) �3 (g y))
) (8x� :8y�:h (x �2 y) = (h x) �3 (h y))

If f is a surjective homomorphism, g is a homomorphism, and h is any function
such that for all x, h (f x) = g x, then h is a homomorphism.

In the following we present two examples, which are not automatically prov-
able in either Tps or 
mega alone, and which motivate a cooperation between
the two systems.6

THM262: 8po(o�):partition p

) 9q(o��):equivalence-rel q ^ (equivalence-classes q) = p
This states that if p is a partition, then there is an equivalence relation q whose
equivalence classes are exactly the elements of p. We now demonstrate how a
partly interactive and partly automatic proof can be constructed, and show how
the integration of Tps and 
mega can help with this task.

Suppose that the user begins by providing the appropriate instantiation for
q (namely �x�:�y�:9so�:p s^s x^s y).This reduces the problem to two subgoals:
proving that this lambda-term de�nes an equivalence relation, and proving that
the equivalence classes of this relation are exactly p. In both cases, we have the
hypothesis that p is a partition. The former subgoal can be proven automatically
by Tps in about 35 seconds. The latter subgoal is harder for Tps; however, by
using the interactive tactics for extensionality and universal generalisation, the
user can reduce it to (equivalence-classes (�x�:�y�:9s:p s ^ s x ^ s y) bo�) � p b.
This equivalence can in turn be reduced interactively to a pair of implications,
of which one (the right-to-left direction) can be proven automatically by Tps in
about 30 seconds. This leaves the left-to-right direction of the equivalence as the
only remaining subgoal to be proven. The automatic procedures of Tps cannot
produce a proof of this subgoal, due to the complexity of the equality reasoning
which is required, and so a user constructing this proof from within Tps would
have to complete the proof interactively. The proof of this subgoal is non-trivial,
and requires a signi�cant amount of work on the part of the user.

However, with the integrated system, the user can begin proving THM262
in 
mega, exactly as above, calling Tps to complete two of the three subgoals
(none of the other systems integrated to 
mega is known to be able to complete
either subproof). For the remaining subgoal, instead of laboriously constructing
an interactive proof, the user now has the additional option of invoking one of
the other automated provers which are integrated to 
mega or to call 
mega's
proof planner. It is very likely that an improved version of 
mega0s own higher-
order theorem prover Leo, which specialises in reasoning about equality and
extensionality, will be able to �nd an automatic proof of this subgoal.7

6 The de�nitions used in this examples are as follows:
partition := �so(o�):(8po�:s p) (9:z�p z))^(8x�:9p:s p^p x^(8qo�:s q^q x) q = p))
equivalence-rel := �ro��:reexive r ^ symmetric r ^ transitive r
equivalence-classes := �ro��:�so�:(9z�:s z) ^ (8x�:s x) (8y�:s y � r x y))
reexive := �ro��:8x�:r x x symmetric := �ro��:8x�:8y�:r x y ) r y x
transitive := �ro��:8x�:8y�:8z�:r x y ^ r y z ) r x z ; := �X�:?

7 In principle Leo provides exactly the required extensionality treatment to solve this
subgoal, but due to its prototypical implementation Leo can still handle only small
search spaces; the search space de�ned by this problem is rather large because many
free predicate variables are involved. A technically improved and heuristically better-
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The following statement (which we admit is rather contrived) serves to il-
lustrate some of the strengths and weaknesses of Tps and Leo, as it is only
provable when both systems cooperate.8

(9�ooo :>�>^:(?�?)^:(?�>)^:(>�?))^ (8moo:> 2 m � (> ) >) 2 m)

The �rst conjunct claims the existence of the logical connective ^ which is spec-
i�ed by its truth table. In order to prove this statement primitive substitution9

has to be employed, which is strongly supported in Tps but widely avoided in
Leo. For the proof of the second statement, on the other hand, the uni�cation of
> 2 m and (> ) >) 2 m requires a recursive call to the higher-order theorem
prover from within higher-order uni�cation. This most general form of exten-
sionality treatment is supported in Leo but not in Tps. Hence this conjunction
is provable in the combined system with three straightforward interactions.

Both examples illustrate that the integrated system of Tps and 
mega al-
lows the user to complete some proofs in much fewer interactions than would be
required by either system alone. In fact, the few interactions which are required
are already supported by the suggestion mechanism in 
mega [Benzm�uller and
Sorge, 1998a]. While this in itself is already a major bene�t to the user, it also
suggests that it should be possible to use the built-in proof planner of 
mega to
oversee the cooperation of the various external systems, and to produce proofs
such as the one above without the necessity of user interaction.

5 Conclusion

Our objective was to integrate the two knowledge-based higher-order theorem
proving environments Tps and 
mega in a way that would be as transparent to
the user as possible. We believe that the approach to integration described above,
although designed speci�cally for these two systems, provides some generally
interesting and elegant ideas.

Our work (see also [Benzm�uller and Sorge, 1998b]) is closely related to,
and was developed simultaneously with, the approach for integrating the proof
planner CLaM and the interactive theorem prover HOL [Slind et al., 1998a;
Slind et al., 1998b]. Although we must admit that our work was simpli�ed by
the fact that 
mega and Tps are much more similar than are HOL and CLaM,
we believe that our approach provides some additional features, e.g. the commu-
nication of de�nitions between the two systems, and a more transparent proof
transformation process.

In conclusion, we now summarise some of the more interesting general prop-
erties of our integration method.

{ The integration of 
mega and Tps also includes the communication of
system-speci�c knowledge de�ned in the systems' knowledge bases. Tps and

guided version of Leo, which is currently being re-implemented, will most likely be
able to �nd the proof.

8 Although this example looks rather trivial at �rst glance, to the knowledge of the
authors it is currently not automatically provable by any system.

9 The primitive substitution principle guesses instantiations for free predicate vari-
ables. In this case the prover has to guess the instantiation ^ for � and then to verify
the conditions speci�ed by the truth table.
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mega, which are both based on classical higher-order logic, do not need
to agree on common de�nitions, rules or other logical concepts (apart from
the logical connectives which are in any case identical in both systems), as
is necessary for the integration of, for example, CLaM and HOL [Slind et
al., 1998a; Slind et al., 1998b]. Instead, 
mega need only communicate to
Tps all of the potentially important de�nitions and concepts belonging to
the the speci�c subproblem to be solved. Most importantly, 
mega does not
expand any de�nition in the focused subproblem, but leaves the decision as
to whether this is useful or necessary to Tps, which can use its mechanism
for selectively instantiating de�nitions [Bishop and Andrews, 1998]. The user
may even actively prevent some de�ned concepts from being passed to Tps.

{ Tps is not only integrated as a fully automated black box system, but can
also be called as an interactive theorem prover. Thus 
mega, with its hier-
archically structured knowledge base, can be seen in the integrated system as
a second user interface to the Tps system, with its own knowledge base. As
an automated black box system, Tps can be called from 
mega either alone
or concurrently with other integrated theorem provers such as the �rst-order
systems Otter, Spass and Protein.

{ The 
mega system models the particular ND-calculus variant used by Tps
by providing corresponding tactics in a special theory TPS which introduces
one 
mega tactic for each Tps justi�cation. Hence any Tps proof can be
translated one to one into a corresponding 
mega proof plan using the
tactics from theory TPS. As the structure of the resulting proof plans can be
visualised graphically in 
mega's graphical user interface L
UI [Siekmann
et al., 1998] Tps thereby gains a visualisation tool and graphical interface
for free.

{ Proof transformation of Tps proofs (mirrored as proof plans in 
mega)
into proofs in 
mega's basic ND-calculus is realised by tactic expansion. As

mega's 3-dimensional proof data structure (PDS) permanently stores all
di�erent abstraction levels of a proof (the 
mega basic ND-level proof at
the bottom layer, the mirrored Tps proof at an abstract level, and all in-
termediate abstraction levels between those), proof transformation becomes
and remains transparent to the user, who can freely move between di�erent
levels of abstraction in the proof.

{ Non-trivial tactic expansions (such as the one for RuleP) are supported by
other external reasoners that are already integrated to 
mega, or even by
Tps itself. This saves us from having to de�ne and implement complicated
tactic expansions from scratch. Indeed, this can serve as a general approach
for a tactic-based proof transformation within a system like 
mega that
already provides other integrated systems: as soon as a particular expan-
sion step seems overly complicated, one can recursively call other integrated
systems that are suited to support this particular expansion step.

{ The reuse of mirrored Tps proof plans within an analogy-based theorem
proving approach [Melis and Carbonell, 1998] is supported by our integra-
tion, as these proof plans are explicitly stored and thus available in 
mega's
PDS . They can also be stored in 
mega's knowledge base.

We are currently investigating whether Tps, 
mega's own higher-order the-
orem prover Leo (which is specialised in reasoning about extensionality) and the
various �rst-order theorem provers which have been integrated with 
mega can
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fruitfully cooperate. We hope to use 
mega's PDS as the central data structure
for the necessary information exchange between the cooperating systems, and

mega's planning mechanism to guide the cooperation between them.
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In the appendix we illustrate the integration architecture by presenting some con-
crete information on the interaction between 
mega and Tps when proving THM136
(see Example 1).

A: Translating from 
mega to Tps

Example 2 Problem-�le. This is the content of the problem-�le for THM136 generated
by 
mega and passed to Tps. The line with keyword ASSERTION de�nes the theorem
to be proved and the line with keyword LINES introduces the initial partial proof to be
completed by Tps, which here consists only of one line. A reference to the corresponding
open proof line in 
mega (the entry \(OMEGA-LABEL THM136)") and some further
information belonging to 
mega can be found at the end of this proof line. Note that
the de�ned concepts transitive, transitive-closure and sub-relation are not expanded in
this initial partial proof; they are passed to Tps as de�ned abbreviations (in the three
lines with keyword DEF-ABBREV).

(DEFSAVEDPROOF OMEGA-SUBPROBLEM-THM136 (1998 9 30)

(ASSERTION

"[FORALL R(OaA)[TRANSITIVE(O(OAA))[TRANSITIVE-CLOSURE(OAA(OAA))R(OAA)] ] ] ")

(NEXT-PLAN-NO 2) (PLANS ((1)))

(LINES

(1 NIL "[FORALL R(OAA)[TRANSITIVE [TRANSITIVE-CLOSURE R(OAA)] ] ] "
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PLAN1 NIL NIL "((OMEGA-LABEL THM136) (OMEGA-JUSTIFICATION OPEN))"))

0

((DEF-ABBREV TRANSITIVE (TYPE "O(OAA)") (TYPELIST ("A"))

(PRINTNOTYPE T) (FACE TRANSITIVE) (FO-SINGLE-SYMBOL T)

(DEFN

"[LAMBDA DC-50(OAA)

[FORALL DC-51(A)

[FORALL DC-52(A)

[FORALL DC-53(A)

[IMPLIES [AND [DC-50(OAA)DC-51(A)DC-52(A)] [DC-50(OAA)DC-52(A)DC-53(A)]]

[DC-50(OAA)DC-51(A)DC-53(A)]]]]]]")

(MHELP

"Definition of the predicate for transitivity. (transitive R) is true, iff Rxy and Ryz imply Rxz. "))

(DEF-ABBREV SUB-RELATION (TYPE "O(OAA)(OAA)") (TYPELIST ("A"))

(PRINTNOTYPE T) (FACE SUB-RELATION) (FO-SINGLE-SYMBOL T)

(DEFN

"[LAMBDA DC-54(OAA)

[LAMBDA DC-55(OAA)

[FORALL DC-56(A)

[FORALL DC-57(A)[IMPLIES [DC-54(OAA)DC-56(A)DC-57(A)] [DC-55(OAA)DC-56(A)DC-57(A)]]]]]]")

(MHELP

"Definition of the predicate for sub-relations. (sub-relation R R') is true, iff Rxy implies R'xy. "))

(DEF-ABBREV TRANSITIVE-CLOSURE (TYPE "OAA(OAA)") (TYPELIST ("A"))

(PRINTNOTYPE T) (FACE TRANSITIVE-CLOSURE) (FO-SINGLE-SYMBOL T)

(DEFN

"[LAMBDA DC-58(OAA)

[LAMBDA DC-59(A)

[LAMBDA DC-60(A)

[FORALL DC-61(OAA)

[IMPLIES [AND [SUB-RELATION(O(OAA)(OAA))DC-58(OAA)DC-61(OAA)] [TRANSITIVE DC-61(OAA)]]

[DC-61(OAA)DC-59(A)DC-60(A)]]]]]]")

(MHELP "Definition of the transitive closure as in TPS. ")))

(COMMENT "OMEGA proof (report problems to the OMEGA group)")

(LOCKED (1)))

B: Proof Construction in Tps

Example 3 Tps Proof. Figure 4 presents a screenshot of the Tps interface displaying
the Tps proof for THM136. This proof is discussed in detail in [Bishop and Andrews,
1998].

C & D: Translating from Tps to 
mega and Inserting the Proof Plan

Example 4 
mega Proof Plan. 
mega's special theory TPS provides one proof tactic
for each Tps justi�cation. Thus the proof presented in Example 3 can be translated
one to one into a proof plan using the proof tactics of this theory. Tactics de�ned
in this special theory have the pre�x \TPS". The structure of this proof plan can
be graphically visualised in 
mega's graphical user interface L
UI, as presented in
Example 6.

THM136 () ! (FORALL [R:(O BB BB)] TPS*UGEN: (R) (L23)

(TRANSITIVE (TRANSITIVE-CLOSURE R)))

L23 () ! (TRANSITIVE (TRANSITIVE-CLOSURE R)) TPS*EQUIVWFFS: (L22)

L22 () ! (FORALL [DC-51:BB,DC-52:BB,DC-53:BB] TPS*UGEN: (DC-51) (L21)

(IMPLIES

(AND (TRANSITIVE-CLOSURE R DC-51 DC-52)

(TRANSITIVE-CLOSURE R DC-52 DC-53))

(TRANSITIVE-CLOSURE R DC-51 DC-53)))

L21 () ! (FORALL [DC-52:BB,DC-53:BB] TPS*UGEN: (DC-52) (L20)

(IMPLIES

(AND (TRANSITIVE-CLOSURE R DC-51 DC-52)

(TRANSITIVE-CLOSURE R DC-52 DC-53))

(TRANSITIVE-CLOSURE R DC-51 DC-53)))

L20 () ! (FORALL [DC-53:BB] TPS*UGEN: (DC-53) (L19)

(IMPLIES

(AND (TRANSITIVE-CLOSURE R DC-51 DC-52)

(TRANSITIVE-CLOSURE R DC-52 DC-53))

(TRANSITIVE-CLOSURE R DC-51 DC-53)))

L19 () ! (IMPLIES TPS*DEDUCT: (L18)

(AND (TRANSITIVE-CLOSURE R DC-51 DC-52)

(TRANSITIVE-CLOSURE R DC-52 DC-53))

(TRANSITIVE-CLOSURE R DC-51 DC-53))
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Figure 4: Tps-Xterm with the proof of THM136

L18 (L1) ! (TRANSITIVE-CLOSURE R DC-51 DC-53) TPS*EQUIVWFFS: (L17)

L17 (L1) ! (FORALL [DC-61:(O BB BB)] TPS*UGEN: (DC-61) (L16)

(IMPLIES

(AND (SUB-RELATION R DC-61)

(TRANSITIVE DC-61))

(DC-61 DC-51 DC-53)))

L16 (L1) ! (IMPLIES TPS*DEDUCT: (L15)

(AND (SUB-RELATION R DC-61)

(TRANSITIVE DC-61))

(DC-61 DC-51 DC-53))

L15 (L1 L6) ! (DC-61 DC-51 DC-53) TPS*RULEP: (L7 L8 L12 L13 L14)

L14 (L1) ! (IMPLIES TPS*UI: (DC-61) (L4)

(AND (SUB-RELATION R DC-61)

(TRANSITIVE DC-61))

(DC-61 DC-52 DC-53))

L13 (L1) ! (IMPLIES TPS*UI: (DC-61) (L5)

(AND (SUB-RELATION R DC-61)

(TRANSITIVE DC-61))

(DC-61 DC-51 DC-52))

L12 (L6) ! (IMPLIES TPS*UI: (DC-53) (L11)

(AND (DC-61 DC-51 DC-52) (DC-61 DC-52 DC-53))

(DC-61 DC-51 DC-53))

L11 (L6) ! (FORALL [DC-53^1:BB] TPS*UI: (DC-52) (L10)

(IMPLIES

(AND (DC-61 DC-51 DC-52)

(DC-61 DC-52 DC-53^1))

(DC-61 DC-51 DC-53^1)))

L10 (L6) ! (FORALL [DC-52^1:BB,DC-53^1:BB] TPS*UI: (DC-51) (L9)

(IMPLIES

(AND (DC-61 DC-51 DC-52^1)

(DC-61 DC-52^1 DC-53^1))

(DC-61 DC-51 DC-53^1)))
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L9 (L6) ! (FORALL [DC-51^1:BB,DC-52^1:BB,DC-53^1:BB] TPS*EQUIVWFFS: (L8)

(IMPLIES

(AND (DC-61 DC-51^1 DC-52^1)

(DC-61 DC-52^1 DC-53^1))

(DC-61 DC-51^1 DC-53^1)))

L8 (L6) ! (TRANSITIVE DC-61) TPS*RULEP: (L6)

L7 (L6) ! (SUB-RELATION R DC-61) TPS*RULEP: (L6)

L6 (L6) ! (AND (SUB-RELATION R DC-61) (TRANSITIVE DC-61)) TPS*HYP

L5 (L1) ! (FORALL [DC-61^1:(O BB BB)] TPS*EQUIVWFFS: (L2)

(IMPLIES

(AND (SUB-RELATION R DC-61^1)

(TRANSITIVE DC-61^1))

(DC-61^1 DC-51 DC-52)))

L4 (L1) ! (FORALL [DC-61^1:(O BB BB)] TPS*EQUIVWFFS: (L3)

(IMPLIES

(AND (SUB-RELATION R DC-61^1)

(TRANSITIVE DC-61^1))

(DC-61^1 DC-52 DC-53)))

L3 (L1) ! (TRANSITIVE-CLOSURE R DC-52 DC-53) TPS*RULEP: (L1)

L2 (L1) ! (TRANSITIVE-CLOSURE R DC-51 DC-52) TPS*RULEP: (L1)

L1 (L1) ! (AND (TRANSITIVE-CLOSURE R DC-51 DC-52) TPS*HYP

(TRANSITIVE-CLOSURE R DC-52 DC-53))

E: Transparent Proof Transformation by Proof Plan Expansion

Example 5 Modelling Tps's calculus in 
mega's theory TPS . The tactics in 
mega's
special theory Tps contain expansion information that allows proof plans constructed
in this theory to be mapped to 
mega proofs on a lower abstraction level. We present
some sample expansions here. The simplest is tps*Conj, which is simply mapped to
the 
mega tactic ande. The expansion of tps*Neg �rst analyses the given situation
and then maps either to Pushneg or Pullneg. tps*RuleP recursively invokes an external
propositional logic prover integrated to 
mega.

(defun tpstac=expand-tps*Conj (outline parameters)

(tacl~init outline)

(tacl~apply 'ande outline nil)

(tacl~end))

(defun tpstac=expand-tps*Neg (outline parameters)

(tacl~init outline)

(cond ((tpstac=pushneg-a-p (node~formula (car outline)) (node~formula (cadr outline)))

(tacl~apply 'pushneg outline nil))

((tpstac=pullneg-a-p (node~formula (cadr outline)) (node~formula (car outline)))

(tacl~apply 'pullneg outline nil))

(t (warn "Something went wrong while expanding justification tps*Neg")))

(tacl~end))

(defun tpstac=expand-tps*RuleP (outline parameters)

(declare (ignore parameters))

(let* ((node (car outline))

(premises (just~premises (node~justification node))))

(tacl~init outline)

(tpstac=call-external-atp node premises)

(tacl~end)

(setf (pdsj~status (node~justification node)) "untested")))

Example 6 
mega-proof. Finally, we present in �gure 5 the visualization of the original
Tps proof (as a proof plan) in 
mega's graphical user interface L
UI. By expanding
all nodes exactly one step, we reach another layer in 
mega's 3-dimensional PDS
which is visualized in the second screenshot. Here the squares represent the recursive
calls to a propositional theorem prover which are obtained by the expansion of tactic
tps*RuleP.
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Figure 5: Transparent proof transformation within 
mega's 3-dimensional PDS.
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Computer supported mathematics with�MEGA

Jörg Siekmann∗, Christoph Benzmüller, Serge Autexier

Universität des Saarlandes and DFKI Gmblt, Saarbrücken, Germany

Abstract

Classical automated theorem proving of today is based on ingenious search techniques
a proof for a given theorem in very large search spaces—often in the range of several billion c
But in spite of many successful attempts to prove even open mathematical problems autom
their use in everyday mathematical practice is still limited.

The shift from search based methods to more abstract planning techniques however op
a paradigm for mathematical reasoning on a computer and several systems of that kind now
a mix of interactive, search based as well as proof planning techniques.

The�MEGA system is at the core of several related and well-integrated research projects
�MEGA research group, whose aim is to develop system support for a working mathematic
well as a software engineer when employing formal methods for quality assurance. In par
�MEGA supports proof development at a human-oriented abstract level of proof granularity.
modular system with a central proof data structure and several supplementary subsystems in
automated deduction and computer algebra systems.�MEGA has many characteristics in comm
with systems like NUPRL, COQ, HOL, PVS, and ISABELLE. However, it differs from these system
with respect to its focus onproof planningand in that respect it is more similar to the proof plann
systems CLAM andλCLAM at Edinburgh.
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1. Introduction

The vision of computer-supported mathematics and a system which provides
grated support for all work phases of a mathematician has always fascinated rese
in artificial intelligence, particularly in the deduction systems area, and more recen
mathematics as well. The dream of mechanizing (mathematical) reasoning dates
Gottfried Wilhelm Leibniz in the 17th century with the touching vision that two philo
phers engaged in a dispute would one day simply code their arguments into an appr
formalism and thencalculate(Calculemus!) who is right. At the end of the 19th centu
modern mathematical logic was born with Frege’s Begriffsschrift and an important
stone in the formalization of mathematics was Hilbert’s program and the 20th ce
Bourbakism.

With the logical formalism for the representation and calculation of mathematical
ments emerging in the first part of the twentieth century it was but a small step to impl
these techniques now on a computer as soon as it was widely available.

In 1954 Martin Davis’ Presburger Arithmetic Program was reported to the US A
Ordnance and the Dartmouth Conference in 1956, which is not only known for g
birth to artificial intelligence in general but also more specifically for the demonstrati
the first automated reasoning programs for mathematics by Herb Simon and Alan N

However, after the early enthusiasm of the 1960s, in particular the publication
resolution principle in 1965[84], and the developments in the 70s a more sober realiz
of the actual difficulties involved in automating everyday mathematics set in and the
increasingly fragmented into many subareas which all developed their specific tech
and systems.1

It is only very recently that this trend appears to be reversed, with the CALCULE-
MUS2 and MKM 3 communities as driving forces of this movement. In CALCULEMUS

the viewpoint is bottom-up, starting from existing techniques and tools developed
computer-algebra and deduction systems communities. MKM 3 approaches the goal o
computer-based mathematics for the new millennium by a complementary top-dow
proach starting from existing, mainly pen and paper based mathematical practice d
system support.

The�MEGA project aims at an integrated approach since its start in the mid 80s
is deeply rooted in both initiatives. The�MEGA system is at the core of the project and
has many characteristics in common with systems like NUPRL [1], COQ [34], HOL [47],
PVS [79], and ISABELLE [80,78]. However, it differs from these systems with respect to
focus onproof planningand in that respect it is more similar to the proof planning syst
CLAM andλCLAM at Edinburgh[83,29]. In this article we shall first provide an overvie
of the main developments of the�MEGA project and then point to current research a
some future goals.

1 The history of the field is presented in a classical paper by Martin Davis[35] and also in[36] and more
generally in his history of the first electronic computers[37]. Another source is Jörg Siekmann[86] and more
recently[87].

2 http://www.calculemus.org.
3 http://www.mkm-ig.org.

http://www.calculemus.org
http://www.mkm-ig.org
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2. �MEGA

The�MEGA project represents one of the major attempts to build an all encompa
assistance tool for the working mathematician or for the formal work of a softwar
gineer. It is a representative of systems in the paradigm ofproof planningand combines
interactive and automated proof construction for domains with rich and well-struc
mathematical knowledge. The inference mechanism at the lowest level of granula
an interactive theorem prover based on a higher-order natural deduction (ND) varia
soft-sorted version of Church’s simply typedλ-calculus[33]. The logical language, whic
also provides some support for partial functions, is calledPOST , for partial functions
andorder sorted type theory. The search for a proof, however, is usually conducted
higher level of granularity defined bytacticsandmethods. Automated proof search at th
‘abstract’ (i.e., less granular) level is calledproof planning(see Section2.3). Proof con-
struction is also supported by already proven assertions, i.e., theorems and lemma
by calls to external systems to simplify or solve subproblems. Resource-guided sea
applicable tactics, methods, and external systems is conducted by�ANTS, an agent-base
reasoning system.

2.1. System overview

At the core of�MEGA is theproof plan data structurePDS [32], in whichproofsand
proof plansare represented at various levels of granularity (seeFig. 1). ThePDS is a di-

Fig. 1. The proof plan datastructurePDS is at the core of the�MEGA system.
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rected acyclic graph, whereopen nodesrepresent unjustified propositions that still need
be proved andclosed nodesrepresent propositions that are already proved. The proof p
are developed and classified with respect to a taxonomy of mathematical theories
mathematical knowledge base MBASE [42,56]. The user of�MEGA, or the proof planne
MULTI [73,64], or else the agent-based reasoning system�ANTS [19] modify thePDS
during proof development until a complete proof plan, where all nodes are closed, ha
found. They can also invoke external reasoning systems, whose results are include
PDS after appropriate transformation. Once a complete proof plan at an appropriat
of granularity has been found, this plan must be expanded by sub-methods and sub
into lower levels of granularity until finally a proof at the level of the logical calculu
established. After expansion of these high-level proofs to the underlying ND-calculu
PDS can be checked by�MEGA’s proof checker.

Hence, there are two main tasks supported by this system, namely (i) to find a
plan, and (ii) to expand this proof plan into a calculus-level proof; and both jobs c
equally difficult and time consuming. Task (ii) employs a combination of an LCF-s
tactic based expansion mechanism as well as deductive proof search in order to g
a lower-level proof object. It is a design objective of thePDS that variousproof levels
coexist with their respective dynamic relationships being maintained.

The graphical user interfaceL�UI [90] provides both a graphical and a tabular vi
of the proof under consideration, and the interactive proof explanation systemP.rex [40,
39,41]generates a natural language presentation of the proof (seeFigs. 5 and 6).

The previously monolithic system has been split up and separated into severa
pendent modules (seeFig. 2), which are connected via the mathematical software
MATHWEB-SB [99]. An important benefit is that MATHWEB-SB modules can be distrib
uted over the Internet and are then remotely accessible by other research groups
There is now a very active MathWeb user community with sometimes several tho
theorems and lemmata being proven per day. Many theorems are generated autom
as (currently non-reusable and non-indexed) subproblems in natural language pro
(see the Doris system4), proof planning and verification tasks.

2.2. Proof objects

The central data structure for the overall search is the proof plan data structurePDS
in Fig. 1 and the subsystems cooperate to construct a proof whose status is store
in thePDS . The facilities provided by the subsystems include support for interactive
mixed-initiative theorem proving by the user, the proof planner, and by external sy
such as automated theorem provers and computer algebra systems. These facilities
in particular, the representation of proof steps at different levels of granularity ranging
abstract, human-oriented reasoning to logic-level justifications.

Therefore�MEGA provides a hierarchical proof plan data structure that represe
(partial) proof at different levels of granularity (called partial proof plans). Technically
PDS is a directed acyclic graph consisting of nodes, justifications and hierarchical

4 http://www.cogsci.ed.ac.uk/~jbos/doris/.

http://www.cogsci.ed.ac.uk/~jbos/doris/
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Fig. 2. The vision of an all encompassing mathematical assistance environment: we have now modular
out-sourced many of the support tools (whose names are printed in red) such that they can also be used
systems via the MATHWEB-SB software bus. (For interpretation of the references in color in this figure leg
the reader is referred to the web version of this article.)

(see[32] for more details). Each node represents a sequent and can beopenor closed. An
open node corresponds to a sequent that is to be proved and a closed node to a
which is already proved or reduced to other sequents using an inference ruleR := A1...Ak

B
;

whereR may represent a calculus rule, a tactic, a method, or a call to an externa
tem. Such a rule denotes that we can concludeB from A1, . . . ,Ak or reading it the othe
way round thatB can be reduced toA1, . . .Ak . Thus, an inference step is represented
a justificationR which connects a nodenb containing the sequentB to nodesn1, . . . , nk

containing the sequentsA1, . . .Ak . If a node has more than one outgoing justificati
each of them represents a proof attempt of the sequent stored in the source node
different granularity. These justifications are ordered with respect to their granulari
ing hierarchical edges. A hierarchical edge connects two justificationsj1 andj2 with the
meaning that justificationj1 represents a more detailed proof attempt than justificationj2.
Thus,�MEGA’s PDS explicitly maintains the original proof plan as well as intermedi
expansion layers in an expansion hierarchy.

Normally, the user wants to see the proof only at a specific level of granularity
therefore he can chose the granularity by selecting the justification for each node
PDS . Fig. 3shows an example of how the selection of a justification of a node determ
the level of granularity. It shows a noden with two outgoing justificationsj1 andj2, which
are connected by a hierarchical edgeh from j1 to j2 indicating thatj1 is a more granula
justification thanj2. The user can decide whether he wants to see the more detailed v
of the proof given byj1 (and its subtreet1) or the more abstract version given byj2 (and
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Fig. 3. Representation of aPDS node with justifications at different levels of granularity.

Fig. 4. Possible views of proofs at different levels of granularity inside aPDS .

its subtreet2). The two different possible selections are shaded. Selecting the justific
for each node the user gets a view into thePDS-graph, called aPDS-view (seeFig. 4),
at the selected level of granularity.

Note that in contrast to the traditional LCF approach, it is not mandatory to imm
ately expand a high-level proof plan to a lower-level, because we explicitly represe
high-level proof plans in thePDS and thus conceptually separate plan formation fr
plan validation (by recursive expansion). Validation of proof plans can thus be post
and executed at any time later on. In case of an unsuccessful expansion attempt,�MEGA’s
PDS provides mechanisms which change the status of the affected proof nodes frojus-
tified, i.e.,closed, to openand then consistently clean up all structures, which depen
these nodes. Thus, failing expansion may in particular introduce new gaps into a prev
closed proof plan and hence proof planning has to start again in order to fill the ga
search for a new plan.

Because thePDS represents the dependencies among goals and subgoals as
between high-level inference rules and lower-level inference rules, we can traver
datastructure in many ways for different purposes like visualization, proof explan
natural language generation and dependency-directed pruning of the proof object.

In summary, coexistence of several granularity levels and the dynamical mainte
of their relationship is a central and distinguishing design objective of�MEGA’s PDS .
ThePDS makes the hierarchical structure of proof plans explicit and retains it for fu
applications such as proof expansion, proof explanation withP.rexor an analogical transfe
of plans.
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Currently, however, we cannot change the representationinsideof a proof node, which is
still something to be desired. For example, it would be nice to be able to change the
propositions in naive set theory into Venn diagrams such that a diagrammatic rea
system could be used. Support for representational shifts of this kind in combinatio
different levels of granularity is future work.

The proof object generated by�MEGA for the theorem “
√

2 is irrational”, which has
a well known human proof of less than a dozen lines, is recorded in a technical
[14], where the unexpanded and the expanded proof objects are presented in gr
tail: The most abstract proof at the level of the proof plan has about twenty steps a
fully expanded proof has about 750. The final proof in natural language generated
�MEGA-system is shown inFig. 6. A general presentation of this interesting case st
is [88].

2.3. Proof planning

�MEGA’s main focus is on knowledge-based proof planning[25,26,74], where proofs
are not conceived in terms of low-level calculus rules, but at a less detailed granulari
a more abstract level, that highlights the main ideas and de-emphasizes minor log
mathematical manipulations on formulae.

Knowledge-based proof planning is a paradigm in automated theorem pro
which swings its motivational pendulum back to the AI origins in that it empl
and further develops many AI principles and techniques such as hierarchical
ning, knowledge representation in frames and control rules, constraint solving,
cal theorem proving, and meta-level reasoning. It differs from traditional search
techniques in automated theorem proving not least in its level of granularity:
proof of a theorem is planned at an abstract-level where an outline of the
is found first. This outline, that is, the abstract proof plan, can be recursively
panded to construct a proof within a logical calculus provided the expansion o
proof plan does not fail. The plan operators, calledmethods, represent mathematic
techniques familiar to a working mathematician. While the knowledge of a m
matical domain as represented by methods and control rules is specific to the
ematical field, the representational techniques and reasoning procedures are g
purpose. For example, one of our first case studies[74] used the limit theorems pro
posed by Woody Bledsoe[23] as a challenge to automated reasoning systems.
general-purpose planner makes use of the mathematical domain knowledge ofε–δ-proofs
and of the guidance provided by declaratively represented control rules, which
spond to mathematical intuition about how to prove a theorem in a particular situ
These rules are the basis for our meta-level reasoning and the goal-directed
ior.

Domain knowledge is encoded into methods, control rules, and strategies. Mor
methods and control rules can employ external systems (e.g., one method is to call
the computer algebra systems) and make use of the knowledge in these systems.�MEGA’s
multi-strategy proof planner MULTI [73,64] searches then for a plan using the acqui
methods and strategies guided by the control knowledge in the control rules.
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2.3.1. AI principles in proof planning
A planning problemis a formal description of aninitial state, agoal, and someopera-

tors that can be used to transform the initial state via some intermediate states to a st
satisfies the goal. Applied to a planning problem, aplannerreturns a sequence ofactions,
that is, instantiated operators (i.e., methods), which reach a goal state from the initia
when executed. Such a sequence of actions is called asolution plan.

Proof planning considers mathematical theorems as planning problems[25]. The initial
state of a proof planning problem consists of the proofassumptionsof the theorem, wherea
the goal is thetheoremitself. The operators in proof planning are the methods, tradition
they are tactics augmented by pre- and postconditions.

In �MEGA, proof planning is the process that computes actions, that is, instantia
of methods, and assembles them sequentially in order to derive a theorem from a
assumptions. The effects and the preconditions of an action in proof planning are fo
in the higher-order languagePOST , where the effects are considered as logically infera
from the preconditions using this method. A proof plan under construction is repres
in the proof plan data structurePDS , which consists initially of an open node containi
the conjecture to be proven, and closed, i.e., justified nodes for the proof assum
The introduction of a method changes thePDS by adding new proof nodes and justifyin
the effects of the method by applications of the method to its premises. The aim
proof planning process is to reach aclosedPDS , that is, aPDS without open nodes
Thesolution proof planproduced is then a record of the sequence of actions that lea
closedPDS .

By allowing for forward and backward methods,�MEGA’s proof planner MULTI com-
bines forward and backward state-space planning. Thus, aplanning statein MULTI is a
pair of the current world state and the current goal state. The initial world state cons
the given proof assumptions and is transferred by forward methods into a new world
The goal state consists of the initial open node and is transferred by backward m
into a new goal state containing new open nodes. From this point of view the aim of
planning is to compute a sequence of actions that derives a current world state in wh
the goals are satisfied.

As opposed to precondition achievement planning (e.g., see[96]), effects of methods
in proof planning do not cancel each other. For instance, a method with effect¬F intro-
duced for an open nodeL1 does not threaten the effectF introduced by another metho
for an open nodeL2. Dependencies among open nodes result from shared variabl
witness terms and their constraints. Constraints can, for instance, be instantiations
variables but they can also be mathematical constraints such asx < c, which states that
whatever the instantiation forx is, it has to be smaller thanc. The constraints created durin
the proof planning process are collected in the constraint store of theCoSIE system[76,
100], which is a domain-independent extension of existing propagation-based con
solvers. The extension turned out to be necessary, since proof planning has pecu
quirements that are not met by off-the-shelf constraint solvers:CoSIE computes symbolic
constraint inferences while respecting the logical side-conditions of proof planning, f
stance, the Eigenvariable condition and the logical dependencies between constra
their context. The search procedure ofCoSIE computes logically correct instantiations f
the meta-variables.
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A proof-planning method is applicable only if its constraints are consistent with
constraints collected so far. Dependencies among goals with shared variables are
to analyze and can cause various kinds of failures in a proof planning attempt (see[63] for
more details).

2.3.2. Methods, control rules, and strategies
Methodsare traditionally perceived as tactics in tactical theorem proving[78] aug-

mented with preconditions and effects, calledpremisesand conclusions, respectively.
A method represents a large inference of the conclusion from the premises based
body of the tactic. For instance,NotI-m is a (very low-level) method whose purpose is
prove a goalΓ � ¬P by contradiction. IfNotI-m is applied to a goalΓ � ¬P then it closes
this goal and introduces the new goal to prove falsity,⊥, under the assumptionP , that
is, Γ,P �⊥. Thereby,Γ � ¬P is the conclusion of the method, whereasΓ,P �⊥ is the
premise of the method.NotI-m is a backwardmethod, which reduces a goal (the conc
sion) to new goals (the premises).Forward methods, in contrast, derive new conclusio
from given premises. For instance,=Subst-m performs equality substitutions, for exam
ple, by deriving from the two premisesΓ � P [a] andΓ � a = b the conclusionΓ � P [b],
where an occurrence ofa is replaced by an occurrence ofb. Note thatNotI-m and=Subst-
m are simple examples of domain-independent, logic-related methods, which are ne
addition to domain-specific, mathematically motivated methods as illustrated below in
tion 2.3.3. Knowledge-based proof planning expands on these ideas and allows for
general mathematical methods to be encapsulated into the proof planningmethods.

Control rules represent mathematical knowledge about how to proceed in the
planning process. They can influence the planner’s behavior at choice points (e.g.,
goal to tackle next or which method to apply next) by preferring members of the c
sponding list of alternatives (e.g., the list of possible goals or the list of possible meth
This way promising search paths are preferred and the search space can be pruned

Strategiesemploy a fixed set of methods and control rules and, thus, tackle a the
by some mathematical standard that happens to be typical for this theorem. The rea
as to which strategy to employ on a problem is an explicit choice point in MULTI . In par-
ticular, MULTI can backtrack from a chosen strategy and commence search with dif
strategies.

Detailed discussions of�MEGA’s method and control rule language can be found
[63,65]. A detailed introduction to proof planning with multiple strategies is given in[73,
64] and more recently in[69]. In the following we briefly sketch how proof planning wi
generic and domain specific methods along with domain specific control strategies
applied to plan “irrationality ofj

√
l ”-conjectures for arbitrary natural numbersj andl (see

also[88]).

2.3.3. Exploiting domain specific knowledge: proof planningj
√

l-problems
�MEGA can successfully proof plan and proof/disprove the irrationality ofj

√
l for arbi-

trary natural numbersj andl. In order to find a general approach to tackle these proble
we first showed the challenge problem “

√
2 is irrational” (see[97]) and then analyze

proofs for statements such as
√

8,
√

(3 · 3) − 1, or 3
√

2. We found that some of the concep
and inference steps we used for

√
2 are particular to this problem and do not genera
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whereas others do. Thus, the analysis led to some generalized concepts, theore
proof steps, which we encoded into methods and control rules, which together for
planner strategyfor this kind of problems. We shall now discuss the acquired methods
control rules.

The essential idea of the proofs is as follows:

1. Use the MBASE-theoremRAT-CRITERION (it states that for each rational numberx,
there are integersy andz, such thatx · y = z, wherey andz have no common diviso
besides 1) and construct an indirect proof.

2. In order to derive the contradiction show that the two witnesses (i.e., the exis
variablesy and z) in RAT-CRITERION, which are supposed to have no comm
divisor, actually do have a common divisord .

3. In order to find a common divisor transform equations (for example,
√

2 · n = m →
2 · n2 = m2), derive new divisor statements (for example, from 2· n2 = m2 derive that
m2 has divisor 2, or from the statement thatm2 has divisor 2 derive thatm has divisor
2), and derive from given divisor statements new representations of terms, whic
be used again for equational transformations (for example, from the statementm

has divisor 2 derive thatm = 2 · k for somek).
Note that we are particularly interested in prime divisors, since only for prime num
d is it true that ifd is a divisor ofmj thend is also a divisor ofm. A corresponding
theorem is available in�MEGA’s knowledge base MBASE.

To realize the first idea (1), the planner MULTI has to decide for an indirect proof, app
the theoremRAT-CRITERION, and derivel · nj = mj for integersm andn, which are
supposed to have no common divisor. These steps are canonical for arbitraryj

√
l problems.

Hence, we could implement them all into one method. However, to avoid the well k
problem of over-fitting methods, i.e., to make them special just for a particular theore
decided to employ already existing methods from other domains:NotI-m (contradiction of
negated statements),MAssertion-m (apply a theorem or an axiom from the theory),ExistsE-
Sort-m (decompose existentially quantified formulae),AndE-m (decompose conjunctions

The application of the methodsExistsE-Sort-m, AndE-m, andNotI-m do not need any
further control, but the application ofMAssertion-m has to be guided by selecting the the
rem or axiom to be applied. This is achieved by a control ruleapply-ratcriterion,
which determines that the theoremRAT-CRITERION should be used forMAssertion-m,
whenever there is a goal formulaj

√
l.

The second idea (2) is realized with the methodContradictionCommonDivisor-m. When
MULTI tries to apply the method it searches first for an assumption stating that two
t1, t2 have no common divisor, and then it searches for two (derived) assumptions s
thatt1 andt2 both have a divisord . This method is not guided by control rules, but MULTI

tries to apply it to some derived assumptions in each planning cycle.
The third idea (3) of the proof technique is encoded into several collabor

methods:TransFormEquation-m, =Subst-m, PrimeFacsProduct-m, PrimeDivPower-m, and
CollectDivs-m. The methodTransFormEquation-m contains knowledge about suitab
equational transformations for our problem domain. It is applied to an equation and d
a new equation. For instance,TransFormEquation-m derivesl · nj = mj from j

√
l · n = m,
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or it derivesn2 = 2 · k2 from 2 · n2 = (2 · k)2. The method=Subst-m performs equality
substitutions.

PrimeFacsProduct-m andPrimeDivPower-m encapsulate the knowledge of how to der
divisor statements.PrimeFacsProduct-m is applied to equationsx = l · y (or l · y = x)
and derives a new assumption which is a conjunction of statements thatx has particular
prime divisors. The method employs MAPLE to compute the prime divisors ofl using
MAPLE’s functionwith(numtheory, factorset). It derives thatx has to have al
prime divisors ofl. For instance, from 2· n2 = m2 PrimeFacsProduct-m derives thatm2

has the prime divisor 2, from 6· n2 = m2 it derives thatm2 has the prime divisors 2 and
PrimeDivPower-m is applied to an assumption that states thatyj has prime divisord and
derives thaty has prime divisord .

For a termt CollectDivs-m searches for assumptions stating thatt has some prime divi
sors. Then, it computes different possible representations oft based on the set of the prim
divisors{p1, . . . , pn}. That is, for each subset{p′

1, . . . , p
′
n′ } of {p1, . . . , pn} it adds a new

assumptiont = p′
1 · · ·p′

n′ · c′ for some integerc′.
TransFormEquation-m, PrimeFacsProduct-m andPrimeDivPower-m are applied when

ever possible and no guidance is required. The application of the methodCollectDivs-m,
however, is guided by the control ruleapply-collectdivs, which prefersCollectDivs-
m with respect to a termt as soon as there are assumptions stating thatt has some prime
divisors. The application of=Subst-m is guided by the control ruleapply-=subst,
which states that, after an application ofCollectDivs-m, the method=Subst-m should be
applied in order to use the equations resulting fromCollectDivs-m. When a method such a
=Subst-m, PrimeFacsProduct-m, or PrimeDivPower-m is applied to some premises, th
the same method is afterwards applicable again to the same premises, deriving th
result. To avoid endless loops of such methods, we added the control rulereject-loop,
which blocks the repeated application of a forward method to the same premises.

2.4. �ANTS: agent-oriented theorem proving

�ANTS has originally been developed to support interactive theorem proving[18] and
later its was extended to a fully automated reasoning system[19,92]. The basic idea o
�ANTS is to encapsulate each inference rule into a pro-active agent, which chec
tomatically for its own applicability. For each proof situation thePDS is continuously
checked by these agents and thus composes a ranked list of potentially applicable in
rules. In this process all calculus rules, tactics, external system calls and methods,
tively called inference rules, are uniformly viewed with respect to three sets: premi
conclusions, and additional parameters. The elements of these three sets are calleargu-
mentsof the inference rule and they usually depend on each other. An inference r
applicable if at least some of its arguments can be instantiated with respect to the
proof context. The task of the�ANTS-system is now to determine the applicability
inference rules by computing instantiations for their arguments.

The�ANTS-architecture consists of two layers. On the bottom layer, possible in
tiations of the arguments of individual inference rules are computed. In particular,
inference rule is associated with a blackboard and some concurrent processes,
each argument of the inference rule. The role of every process is to compute poss
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stantiations for its designated argument of the inference rule, and to record these
blackboard. The computation is carried out with respect to the given proof contex
exploits the information already present on the blackboard, that is, argument instant
computed by other processes. On the upper layer, the information from the lowe
is used for computing and heuristically ranking the inference rules that are applica
the current proof state. The heuristically most promising rule is then applied to the c
proof object and the data on the blackboards is cleared for the next round of compu

�ANTS uses resource reasoning to guide the search[22]. The integration of externa
reasoning systems such as automated theorem provers, computer algebra systems,
generators into the architecture of�ANTS presupposes the declaration of some reso
limits these reasoning agents are allowed to spend (e.g., by specifying time-outs
external systems are encapsulated into inference rules, usually one for each system
ample, an inference rule modeling the application of an ATP has its conclusion arg
set as “open goal”. A process can then place this open goal onto the blackboard,
it is picked up by a process that applies the prover to it. Any computed proof or p
proof from the external system is again written onto the blackboard from where it is s
quently inserted into thePDS when the inference rule is applied. While this setup ena
proof construction by a collaborative effort of diverse reasoning systems, the coopera
achieved via the centralPDS . This means that all partial results have to be translated
and forth between the syntaxes of the integrated systems and the representation la
of thePDS . In some cases efficient communication between inference systems is d
to achieve[15]. Therefore we have recently developed an alternative model of coope
systems in�ANTS which has been successfully applied to the combination of autom
higher-order and first-order theorem provers[20].

2.5. External systems

Proof problems require many different skills for their solution and it is desirable to
access to several systems with complementary capabilities, to orchestrate their u
to integrate their results.�MEGA interfaces heterogeneous external systems such ascom-
puter algebra systems(CASs), higher- and first-orderautomated theorem proving syste
(ATPs), constraint solvers(CSs), andmodel generation systems(MGs).

Their use is twofold: they may provide a solution to a subproblem, or they may
hints for the control of the search for a proof. In the former case, the output of an
porated reasoning system is translated and inserted as a subproof into thePDS . This is
beneficial for interfacing systems that operate at different levels of granularity, and
for a human-oriented display and inspection of a partial proof. In particular we can
check the soundness of each contribution by expanding the inserted subproof to
logic-level proof in thePDS and then verify it by�MEGA’s proof checker.

Currently, the following external systems are integrated and used in�MEGA:

CASs provide symbolic computation, which can be used in two ways: first, to com
hints to guide the proof search (e.g., witnesses for existential variables), an
ond, to perform some complex algebraic computation such as to normal
simplify terms. In the latter case the symbolic computation is directly trans
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into proof steps in�MEGA. CASs are integrated via the transformation and tra
lation module SAPPER [91]. Currently,�MEGA uses the systems MAPLE [30]
and GAP[85].

ATPs are employed to solve subgoals. Currently�MEGA uses the first-order prove
BLIKSEM [38], EQP[60], OTTER [61], PROTEIN [10], SPASS[95], WALD MEIS-
TER [50], the higher-order systems TPS [2], andLEO [16,11], and we plan to
incorporate VAMPIRE [82]. The first-order ATPs are connected via TRAMP [62],
which is a proof transformation system that transforms resolution-style proof
assertion-level ND-proofs which can then be integrated into�MEGA’s PDS . TPS

already provides ND-proofs, which can be further processed and checked w
tle transformational effort[12].

MGs provide either witnesses for free (existential) variables, or counter-models, w
show that some subgoal is not a theorem. Hence, they help to guide the
search. Currently,�MEGA uses the model generators SATCHMO [58] and SEM

[98].
CSs construct mathematical objects with theory-specific properties as witness

free (existential) variables. Moreover, a constraint solver can help to reduc
proof search by checking for inconsistencies of constraints. Currently,�MEGA

employsCoSIE [76,100], a constraint solver for inequalities and equations o
the field of real numbers.

2.6. Interface and system support

�MEGA’s graphical user interfaceL�UI [90] displays the currentPDS in multiple
modalities: a graphical map of the proof tree, a linearized presentation of the proof
with their formulae and justifications, a term browser, and a natural language prese
of the proof viaP.rex (seeFigs. 5 and 6).

When inspecting a part of a proof, the user can switch between alternative lev
granularity coexisting in thePDS , for example, by expanding an abstract justification
a proof node into its associated, less abstract partial subproof, which causes app
changes in the other presentation modes. Moreover, an interactive natural languageexpla-
nation of the proof is provided by the systemP.rex [40,39,41], which is adaptive in the
following sense: it explains a proof step at the most abstract level (which the user
sumed to know) and then reacts flexibly to questions and requests, possibly at a low
of granularity, for example, by detailing some ill-understood subproof.

Another system support is the guidance mechanism provided by the suggestion m
�ANTS (see Section2.4), which searches pro-actively for possible actions that ma
helpful in finding a proof and presents them in a preference list.

2.7. Case studies

Early developments of proof planning in Alan Bundy’s group at Edinburgh used p
by induction as their favorite case studies[25]. The �MEGA system has been used
several other case studies, which illustrate in particular the interplay of the various c
nents, such as proof planning supported by heterogeneous external reasoning syst
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Fig. 5. Multi-modal proof presentation in the graphical user interfaceL�UI .

A typical example for a class of problems that cannot be solved by traditional auto
theorem provers is the class ofε–δ-proofs[74,71]. This class was originally proposed b
Woody Bledsoe[23] as a challenge and it comprises theorems such as LIM+ and L
where LIM+ states that the limit of the sum of two functions equals the sum of their
its and LIM* makes the corresponding statement for multiplication. The difficulty of
domain arises from the need for arithmetic computation in order to find a suitable ins
ation of free (existential) variables (such as aδ depending on anε). Crucial for the succes
of �MEGA’s proof planning is the integration of suitable experts for these tasks: the
metic computation is done by the computer algebra system MAPLE, and an appropriat
instantiation forδ is computed by the constraint solverCoSIE . We have been able to solv
all challenge problems suggested by Bledsoe and many more theorems in this clas
from a standard textbook on real analysis[9].

Another class of problems we tackled with proof planning is concerned with re
classes[67,66]. In this domain we showed theorems such as: “the residue class str
(Z5, +̄) is associative”, “it has a unit element”, and similar properties, whereZ5 is the
set of all congruence classes modulo 5 (i.e.,{0̄5, 1̄5, 2̄5, 3̄5, 4̄5}) and+̄ is the addition on
residue classes. We have also investigated whether two given structures are isom
or not and altogether we have proved more than 10,000 theorems of this kind (see[92]).
Although the problems in this domain are not too difficult and still within the success r
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Fig. 6. Natural language proof presentation byP.rex in L�UI .

of a traditional automated theorem prover, it was nevertheless an interesting case st
proof planning, since multi-strategy proof planning generated substantially different p
based on entirely different proof ideas.

Another important proof technique is Cantor’s diagonalization technique and we
developed methods and strategies for this class[31]. Important theorems we have been a
to prove are the undecidability of the halting problem and Cantor’s theorem (cardina
the set of subsets), the non-countability of the reals in the interval[0,1] and of the set o
total functions, and similar theorems.

Finally, a good example for a standard proof technique is the excess-literal-nu
technique. This is routinely used for completeness proofs of refinements of reso
where the theorem is usually first shown at the ground level using the excess-literal-n
technique and then ground completeness is lifted to the predicate calculus level. W
done this for many refinements of resolution with�MEGA [45].



ARTICLE IN PRESS

S1570-8683(05)00073-X/FLA AID:88 Vol.•••(•••) [DTD5] P.16 (1-27)
JAL:m1a v 1.50 Prn:17/11/2005; 11:16 jal88 by:Jolanta p. 16

16 J. Siekmann et al. / Journal of Applied Logic••• (••••) •••–•••

ath-
iented

nge to
ve
have

y which
shift of
blems

ee dif-

to
mated
ion in

ot hide
uch a
rder

dely as

about

e
vides
roof
n
age of
rnal
e user
arison
d user-
fs in

y

chieved

e steps
However,�MEGA’s main aim is to become a proof assistant for the working m
ematician. Hence, it should support interactive proof development at a human-or
level of granularity. The already mentioned theorem that

√
2 is irrational, and its well-

known proof dating back to the School of Pythagoras, provides an excellent challe
evaluate whether this ambitious goal has been reached. In[97] seventeen systems that ha
solved the

√
2-problem show their results. The protocols of their respective sessions

been compared on a multi-dimensional scale in order to assess the “naturalness” b
real mathematical problems of this kind can be shown. This represents an important
emphasis in the field of automated deduction away from the somehow artificial pro
of the past—as represented, for example, in the test set of the TPTP library[93]—back to
real mathematical challenges. We participated in this case study essentially with thr
ferent contributions. Our initial contribution was an interactive proof in�MEGA without
adding any special domain knowledge to the system. This demonstrates the use of�MEGA

as a tactical theorem prover (see[14]). The most important albeit not entirely new lesson
be learned from this experiment is that the level of granularity common in most auto
and tactical theorem proving environments is far too low. While our proof representat
this first study is already an abstraction (called theassertion levelin [51]) from the calculus
level typical for most ATPs, it is nevertheless clear that as long as a system does n
all these excruciating details, no working mathematician will feel inclined to use s
system. In fact, this is in our opinion one of the critical impediments for using first-o
ATPs and one, albeit not the only one, of the reasons why they are not used as wi
computer algebra systems. This is the crucial issue of the�MEGA project and our main
motivation for departing from the classical paradigm of automated theorem proving
fifteen years ago.

Our second contribution to the case study of the
√

2-problem is based on interactiv
island planning[70], a technique that expects an outline of the proof, i.e., the user pro
main subgoals, calledislands, together with their assumptions. In fact, we are able to p
plan arbitrary j

√
l-problems as sketched in Section2.3.3. Hence, the user can write dow

his proof idea in a natural way with as many gaps as there are open at this first st
the proof. Closing the gaps is ideally fully automatic, in particular, by exploiting exte
systems. However, for difficult theorems it is necessary more often than not that th
provides additional information and applies the island approach recursively. In comp
to our first tactic-based solution the island style supports a much more abstract an
friendly interaction level. The proofs are now at a level of granularity similar to proo
mathematical textbooks.

Our third contribution to the case study of the
√

2-problem are fully automaticall
planned and expanded proofs ofj

√
l-problems for arbitrary natural numbersj and l. The

details of this important case study, that shows best what can (and what cannot) be a
with current proof planning technology are presented in[88,89,14].

2.8. Discussion

2.8.1. Proof-planning as an alternative approach to automated theorem proving?
The most important question to ask here is: Can we find the essential and creativ

automatically, for example, for the
√

2-problem discussed in Section2.3.3? The answer is
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yes, as we have shown in[88]. However, while we can answer the question in the affirm
tive, not every reader may be convinced, as our solution touches upon a subtle point
opens the Pandora Box of critical issues in the paradigm of proof planning[28]: It is always
easy to write some specific methods, which perform just the steps in the interactively
proof and then calls the proof planner MULTI to fit the methods together into a proof pl
for the given problem. This, of course, shows nothing of substance: Just as we coul
down all the definitions and theorems required and sufficient for the problem in first-
predicate logic and then hand them to a first-order prover,5 we would just hand-code th
final solution into appropriate methods.

Instead, the goal of the game is to findgeneralmethods for a whole class of theorem
within some theory that can solve not only this particular problem, but also all the
theorems in that class. While our approach essentially follows the proof idea of the in
tively constructed proof for the

√
2-problem, it relies essentially on more general conce

However, this is certainly not the end of the story. In order to evaluate the approp
ness of a proof planning approach we suggest the following four criteria:

(1) How general and how rich in mathematical content are the methods and control
(2) How much search is involved in the proof planning process?
(3) What kind of proof plans, that is, what kind of proofs, can we find?
(4) If the proof planning procedure fails on some given conjecture, how likely is it tha

given conjecture is not a theorem?

These criteria should allow us to judge how general and how robust our solution is
art of proof planning is to acquire domain knowledge that, on the one hand, com
meaningful mathematical techniques and powerful heuristic guidance, and, on the
hand, is general enough to tackle a broad class of problems. For instance, as one e
we could have methods that encode�MEGA’s ND-calculus and we could run MULTI with-
out any control. This approach would certainly be very general, but MULTI would fail to
prove any interesting problems. As the other extreme, we could cut a known proo
pieces, and code the pieces as methods. Guided by control rules that always pick t
right piece of the proof, MULTI would assemble the methods again to the original p
without performing any search. However, in that case if MULTI fails to find a proof then it
is not unlikely that the conjecture is nevertheless a theorem.

2.8.2. What lessons have we learned?
The problem domains on which proof planning has been applied so far are sm

nevertheless typical. Some interesting observations gained from this experience
following:

(1) The devil is in the detail, that is, it is always possible to hide the crucial creative
(represented as a specific method or represented in the object language by an
priate lemma) and to pretend a level of generality that has not actually been ach

5 This was done when OTTER tackled the
√

2-problem; see[97] for the original OTTER case study and[14] for
its replay with�MEGA.
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To evaluate a solutionall tactics, methods, theorems, lemmata and definitions ha
be made explicit.

(2) The enormous distance between the well-known (top-level) proof of the Pythag
School, which consists of about a dozen proof steps in comparison to the final
optimized) proof at�MEGA’s ND-calculus level with about 750 inference steps
striking. This is, of course, not a new insight. While mathematics canin principle be
reduced to purely formal logic-level reasoning as demonstrated by Russell and W
head as well as the Hilbert School, nobody would actually want to do soin practice
as the Bourbaki group of French mathematicians states explicitly: The first q
of the first volume in the several dozen volume set on the foundation of math
ics starts with elementary, logic-level reasoning and then proceeds with the c
sentence[24]: “No great experience is necessary to perceive that such a proje
complete formalization] is absolutely unrealizable: the tiniest proof at the begin
of the theory of sets would already require several hundreds of signs for its com
formalization”.

(3) Finally and more to the general point of interest in mathematical support systems
that we can prove theorems in thej

√
l-problem class, the skeptical reader may still a

So what?Will this ever lead to ageneralsystem for mathematical proof assistance
We have shown that the class ofε–δ-proofs for limit theorems can indeed be solv
with a few dozen mathematically meaningful methods and control rules (see[74,72,
63]). Similarly, the domain of group theory with its class of residue theorems ca
formalized with even fewer methods (see[68,66,67]).6 An interesting observation i
also that these methods by and large correspond to the kind of mathematical kno
a freshman would have to learn to master this level of professionalism.

Do the above observations now hold for ourj
√

l-problems? The unfortunate answer
probablyNo! Imagine the subcommittee of the United Nations in charge of the ma
nance of the global mathematical knowledge base in a hundred years from now.
they accept the entry of our methods, tactics and control rules for thej

√
l-problems? Prob

ably not!
Factual mathematical knowledge is preserved in books and monographs,but the art of

doing mathematics[81,49] is passed on by word of mouth from generation to genera
The methods and control rules of the proof planner correspond to important mathem
techniques and “ways to solve it”[81], and they make this implicit and informal math
matical knowledge explicit and formal.

The theorems aboutj
√

l-problems are shown by contradiction, that is, the planner
rives a contradiction from the equationl · nj = mj , wheren andm are integers with no
common divisor. However, these problems belong to the more general class to det
whether two complex mathematical objectsX andY are equal. A general mathematic
principle for comparison of two complex objects is to look at their characteristic prope
for example, their normal forms or some other uniform notation in the respective the

6 The generally important observation is not, of course, whether we need a dozen or a hundred meth
that we don’t need a few thousand or a million. A few dozen methods seem to be generally enough for a re
mathematical domain.
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And this is the crux of the matter: to find general mathematical principles and en
them into appropriate methods, control rules and strategies such that an appropriate
class of problemscan be solved with these methods.

3. The future: what next?

The longterm goal of the�MEGA project is an integrated environment of tools supp
ing a wide range of typical mathematical activities. Examples of mathematical activitie
computing, proving, solving, modeling, verifying, structuring, searching, inventing,
lishing, explaining, illustrating, etc. We anticipate that in the long run assistance sy
for mathematics will change mathematical practice and they will have a strong so
impact, not least in the sense that a powerful infrastructure for mathematical resear
education will become commercially available. Computer supported mathematical re
ing tools and integrated assistance systems will be further specialized to have a
impact also in many other theoretical fields such as safety and security verification o
puter software and hardware, theoretical physics and chemistry and other related su

The research questions we plan to investigate in the immediate future arise fro
following scenario of preparing a mathematical research article with formalized cont
a textbook style and in professional type-setting quality.

Mathematical research article preparation scenario.The author starts writing a ne
mathematical document in a format suitable for publication by using mathematica
cepts from different mathematical domains. New mathematical concepts or lemma
troduced in the paper should result in corresponding new formal objects. Further
when writing the document appropriate service tools can be used to compute inte
ate results for an illustrating example, querying mathematical databases for mathe
publications introducing similar concepts and send subproblems to be solved to s
reasoning or computation systems. Proofs of lemmata and theorems contained in t
ument should be amenable to formal proof checking techniques such that the sub
paper can be proof checked semi-automatically by the journal. A long-term goal m
fully automated verification.

3.1. Formalization and proving at a higher level of granularity

Mathematical reasoning with the�MEGA system is at the comparatively high level
the proof planning methods. However, as these methods have to be expanded ev
to our base-level ND-calculus, the system still suffers from the effect and influenc
logical representation has. In contrast, the proofs developed by a mathematician,
a mathematical publication, and the proofs developed by a student in a mathemat
toring system are typically developed at a less fine-grained argumentative level. Thi
has been formally categorized asproofs at the assertion level[51]. While so far assertion
level proofs needed to be constructed from the underlying ND-calculus proof in�MEGA,
the recently developed CORE system[3,4] supports proof construction directly on the a
sertion level and defines a communication infrastructure, i.e., a mediator, between th
and the automatic reasoning procedures. Currently, we exchange�MEGA’s ND-calculus
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by the CORE calculus, which supports the presentation of the proof state via rel
contextual information about possible proof continuations and also supports hiera
proof development. The proof theory of CORE is uniform for a variety of logics and ex
ploits proof-theoretic annotations in formulas for an assertion-level contextual reas
style.

An unfortunate aspect of typical mathematical proofs is theirunder-specification,7 for
example, missing references to premise assertions, to rule and instantiation specifi
or simply the specific part of the formula the author is talking about. One parti
challenge here is to define an appropriate proof format which allows to represent h
constructed proofs as they are and to develop means to resolve the under-spec
later by deductive methods. First steps in that direction and a description of the ty
under-specifications can be found in[5,13].

3.2. Mathematical knowledge representation

A mathematical proof assistance system relies upon different kinds of knowledge
of course, the formalized mathematical domain as organized in structured theories
finitions, lemmata, and theorems. Secondly, there is mathematical knowledge on
prove a theorem, which is encoded in tactics and methods, in�ANTS agents, in contro
knowledge and in strategies. This type of knowledge can be general, theory specific
problem specific.

The integration of a mathematical proof assistant into the typical and everyday ac
of a mathematician requires, however, other types of knowledge as well. For exa
a tutoring system for maths students may rely upon a database with different sam
proofs and proof plans linked by meta-data in order to advise the student. Another ex
is the support for mathematical publications: The documents containing both form
and non-formalized parts need to be related to specific theories, lemmata, theorem
proofs. This raises the research challenge on how the usual structuring mechanis
mathematical theories (such as theory hierarchies or the import of theories via ren
or general morphisms) can be extended to tactics and methods as well as to proof
plans and mathematical documents. Furthermore, changing any of these elements
maintenance support as any change in one part may have consequences in other p
example, the validity of a proof needs to be checked again after changing parts of a
which in turn may affect the validity of the mathematical documents. Thus, techn
supporting themanagement of change[7,8,6,52,77], originally developed for evolutionar
formal software engineering at the DFKI,8 will now be integrated into the�MEGA system
as well.

Hierarchically structured mathematical knowledge, i.e., an ontology of mathe
cal theories and assertions has initially been stored in�MEGAs hardwired mathematica

7 “Under-specification” is a technical term borrowed from research on the semantics of natural lan
Roughly it means that certain aspects in the semantic representation of a natural language utterance are
terpreted, such that their proper treatment can be deferred to later stages of processing in which more c
information is available.

8 http://www.dfki.de.

http://www.dfki.de
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knowledge base. This mathematical knowledge base was later (end of the 90s) out-s
and linked to the development of MBASE [43]. We now assume that a mathemati
knowledge base also maintains domain specific control rules, strategies, and lin
knowledge. While this is not directly a subject of research in the�MEGA project, rely-
ing here on other groups of the MKM community and especially the OMDOC format,9 we
shall nevertheless concentrate on one aspect, namely how to find the appropriate in
tion as outlined in the next paragraph.

3.2.1. Semantic mediators for mathematical knowledge bases
Knowledge acquisition and retrieval in the currently emerging large repositories o

malized mathematical knowledge should not be based purely on syntactic matching
needs to be supported bysemanticmediators.

To prove a mathematical theorem in a particular domain is initially blind. Indee
order to prevent a search space explosion, only part of the relevant knowledge is
available at the start. For instance, in the�MEGA system the proof planner MULTI selects
a subset of the available knowledge which consists, for each theorem, of a set of ass
(axioms, definitions, lemmata), tactics and proof-planning methods. As this select
naturally incomplete, there is the need to incrementally incorporate additional know
if needed.

We are working on appropriately limited higher-order reasoning agents for dom
and context-specific retrieval of mathematical knowledge from a mathematical know
base. For this we shall adapt a two stage approach as in[17], which combines syntacticall
oriented pre-filtering with semantic analysis. The pre-filter employ efficiently proces
criteria based on meta-data and ontologies that identify sets of candidate theorem
mathematical knowledge base that are potentially applicable to a focused proof c
The higher-order agents then act as post-filters to exactly determine the applicabl
rems of this set.

3.3. MathServ: a global web for mathematical services

The Internet provides a vast collection of data and computational resources. For
ple, a travel booking system combines different information sources, such as the
engines, price computation schemes, and the travel information in distributed very
databases, in order to answer complex booking requests. The access to such spe
travel information sources has to be planned, the obtained results combined, and
dition, the consistency of time constraints has to be guaranteed. We want to trans
apply this methodology to mathematical problem solving and develop a system tha
the combination of several mathematical information sources (such as mathematica
bases), computer algebra systems, and reasoning processes (such as theorem p
constraint solvers). Based on the well-developed MATHWEB-SB network of mathemati
cal services, the existing client-server architecture will be extended by advanced pr
solving capabilities and semantic brokering of mathematical services (see[101]).

9 http://www.mathweb.org/omdoc/.

http://www.mathweb.org/omdoc/
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Fig. 7. Documents in TeXmacs: The user will be supported by different mathematical reasoning servi
“understand” the document content.

3.4. Support for mathematical activities

Proof construction is an important but only a small part of a much wider range of m
ematical activities an assistance system for mathematics should support.

3.4.1. Certified mathematics texts
A mathematician or software engineer writes a paper usually in a LaTeX-like env

ment. The definitions, lemmata, theorems and especially their proofs give rise to exte
of the original theory he started with. If the proofs of the new theorems and their co
tency with previous assertions are computer checked, we have mathematical doc
in a publishable style which in addition are formally validated, hence obtainingcertified
mathematical documents. A first step in that direction is currently under development
linking the WYSIWYG mathematical editor TEXMACS [94] with the�MEGA system (see
Fig. 7).

The TEXMACS-system provides LaTeX-like editing and macro-definition features,
we are defining macros for theory-specific knowledge such as types, constants, axio
lemmata. This allows us to translate new textual definitions and lemmata into the f
representation, as well as to translate (partial) textbook proofs into (partial) proof pla

3.4.2. Mathematical advice in tutoring systems
We are also involved in the DFKI project ActiveMath[75], which develops an e-learnin

tool for tutoring maths students, in particular in advising a student how to prove a the
This scenario is currently also under investigation in the DIALOG10 project [13,21] and,
aside from all linguistic analysis problems, gives rise to the problem to bridge th

10 The DIALOG project is a collaboration between the Computer Science and Computational Linguist
partments of Saarland University as part of the Collaborative Research Center onResource-Adaptive Cognitiv
Processes, SFB 378 (http://www.coli.uni-saarland.de/projects/sfb378/).

http://www.coli.uni-saarland.de/projects/sfb378/
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between the human style of proofs and machine-oriented proof representations. H
authored proofs are often imprecise in several respects, namely (i) the used inferen
is not mentioned, (ii) some of the premises needed for a step in the derivation a
mentioned, and (iii) some steps of the derivation are completely omitted.

Another interesting and novel application for theorem proving systems in the DIALOG

project is proof step evaluation (see[21]): Each proof step uttered by a student within
tutorial context has to be analyzed with respect to the following criteria:

Soundness: Can the proof step be reconstructed by a formal inference system and log
and tutorially verified?

Granularity: Is the ‘argumentative complexity’ or ‘size’ of the proof step logically a
tutorially acceptable?

Relevance: Is the proof step logically and tutorially useful for achieving the final goal
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a®sIpqdg{���a��va�dekV�br�aojvm�u�kV}��bpqkXkI}º�bd�sIjbjzwgjbx�wej Ó d�sIj e �bjz��{½µ u®xvpnkv�b�¢slm�a��bwgjX b�bpqxV_�zunao���bpnkXkV}�u¨ X{$wgj���� � mqwgkvj/svu(mq_ba�wep¨}�s��vkVpqw¬mqa � svu�a�u|mq�z��weaou � e �zjz��{V� Â�Ùdcdc ���2^`_ba¥%¦1§z©ºª/u�{�u�mnaor³_zsVu® �aoa�j��zunao�¢wej�una��va�p�sId�kImn_za�p � svu�ayu|mq�z��weaouo��c%_bw � _�wgdede�zu|mqpqsImnawej �zsVp�mqw � �bdesVpºmq_ba®wej�mnaopn�bd�s�{�kI}�mq_ba®�lsVpnwekV�zu � kvr���kVjza�j�mquo�Iu�� � _�sVu��bpqk�kV}��bdesVjbjbwejbxun�b�b��kVpnmna��� X{¢_ba�mnaopnkvxVa�jza�kV��u®a�±Xmna�pqjzsVd¡pna�sVunkVjbwejbx�u�{�u�mna�r�uo�Ó m|{X�bw � sVd�a�±bsIr��bdea2}�kVp�s � d�sVuqu(kV}-�bpqkV bdea�r�u%mq_zslm � sVjbjbkIm1 �a�u�kvdg�vao�$ X{�mnp�slf��wgmnwekVj�sId%sI��mqkVr�slmqao�´mq_ba�kvpnaor �bpqkl�Va�p�u w�umn_ba � desvunukI}�nIoqpro��bpqkXkI}�u � ¿�aodgw�u�sIjz�Æ wea�hXr�sIjzjº� Â�ÙVÙVÙzã ¿�aodgw�u�� ÂoÙvÙdc ���î^`_zweu � d�sVuqu)c`sVu)kvpnwexVwejzsIdede{ �bpqkV��kvunao�� X{ � kXkX�b{
e deao�bunkXa � e dga��bu�kXav� ÂoÙvÙ �l��sIj�� wgm � kVr��bpqw�u�a�uºmq_ba�kvpnaor�u,un� � _�sVu�¹ºÍ|¿tsKsIjz�y¹ºÍ|¿vuX�c%_baopna�¹�Í|¿ts u|m�slmna�u�mn_�slm mq_ba¢dewgr�wgmkI}�mn_za�u��zr kV}�m|c�k$}��bj � mnwekVjzu�aoÀ��zsVdeu�mq_baun�br kI}½mn_za�wep®dewgr�wgmqu`sIj��»¹ºÍ|¿tu2r�sVhVa�u)mn_za � kvpnpqaoun��kVjz��wejbx u�mqsImna�r�aojvm®}�kVp®r��bdgmnwgf�bdew � slmqwgkvjº�®^`_za���w;¸ � �bdgm|{�kV}îmq_bw�u¨��kvr�sVwgj�sVpnw�u�a�u�}�pnkvr¤mq_ba jbaoao��}�kVp1sIpqw¬mq_br�amnw �� kVr��b��m�slmnwekVj�wej kVp���aop½mnk%�zj��2s(u��zw¬m�sI bdea-wejzu|m�sIj�mnw�slmqwgkvj�kI}X}�pnaoa¨��a�±�weu�mnaojvmqwesVd��¡��sVpnwgfsV bdga�u ��un� � _�svu(sip���ao��aojz��wejbx�kvj�sIj�nõ�õ� × pq� � wesVd¡}�kVp¨mn_ba�u�� �o� a�unu¨kI}�¥%¦¨§z©�ª)µ u�bpqkXkI}¨�zdesVjbjbwejbx´weu�mq_ba�wgj�mqa�xVp�slmqwgkvj@kV}yun�bw¬m�sI bdea$a±���a�pnmqu�}�kVp�mq_baouna�mqsvu�h�uo²�mq_basVpnwgmn_br�a�mnw �¢� kvr��z��mqsImnwekVj¸w�u���kvjba� X{/mn_ba � kvr��z��mnaopsIdexVao bp�s�u�{�u�mna�r"¶¸ªDãb¹�§½�sVjz��sVj�sI�z�bpnkv�bpqwesImna¨wejzu�mqsVjvmqwesImnwekVj�}�kvpwp w�u � kVr��b��mqao�� X{�mn_ba � kvjzu�mnp�sIwejvm`u�kvdg�va�p
ö�÷�{�¿§î�� � a�_zs��Va� �aoa�j sI bdea�mqk°unkVde�Va�sIded � _�sIdedgaojbxVa��bpnkv bdea�r�uun�bxvxVaou�mna��´ X{
e deao�bunkXaysVjz��r�sVj�{�r�kvpna1mn_za�kVpqa�r�u`wej�mq_bw�u � d�sVuqu®mqsIhva�j�}�pnkvr s�u|m�sIjz�bsVpq�¢mna�±�mnf �kXkVh¢kvj�pqaosVdºsIjzsVdg{�unweu � e sVp�mqdga2sVjz� Æ _ba�pq �aop�m�� ÂoÙUc �l���Ó jzkImn_za�p � desvunu�kV}®�bpqkV bdea�r�u2c�a�mqs � h�deao�/c%wgmn_5�bpqkXkI}®�zdesVjbjbwejbx$weu � kVj � a�pqjbao�c%wgmn_�pna�u�w����ba � d�sVuqu�a�u � ¿�a�wea�p2ÇÈ�ÉlÊgËe�z�V�V�v�I  ã ¿�a�wea�p2ÇÈ�ÉIÊgËe���I�v� Â ���,Í¾j¢mn_zweu`��kvr�sVwgjc�a�un_bklcNmn_baokVpqa�r�u¨un� � _�sVuo²y�|mn_za�pqaounwe���za � d�sVuqu¨u�mnpq� � mq�bpqa�� È ÈWx 3zys��%w�u¨svununk � w�slfmqwg�va7�b����wgm�_zsvu-s2�bjbwgm�aodgaor�aoj�m �b�XsIj���unwer�wed�sIp��zpnkv��aop�mqwga�u��Ic%_za�pqa È ÈWx w�u)mn_za¨u�a�m�kI}sVdgd � kvjbxVpq�baoj � a � d�sVuqu�a�u�r�k����zdgk äi{ y� x 3 y Â x 3 y� x 3 yÚ x 3 yâ x?| sIj��7ysNw�u�mn_za sV�b��wgmnwekVj�kVjpqaounwe�b�ba � desvununaouo� � a�_zs��VaysId�u�kwgjX�vaou�mnwexvslmqao��c%_ba�mn_baop�m|c®k�xVwe�Vaoj�u|mqpn� � mn�zpna�u®sVpnaw�u�kvr�kVpq�b_bw � kVp�jbkIm)sIjz��sIdgmnkVxvamq_ba�p�c®a®_zs��Va®�bpnkl�vao��r�kVpqa)mq_zsIj Â �b� �V�v��mn_baokVpqa�r�ukV}îmq_bw�u(hXwgj��¸��una�a � Æ kvpnxvaV���V�V� Â �e�õ� Ó d¬mq_bkV�zxV_$mn_za��bpqkV bdea�r�u%wej�mq_bweu1��kVr�sVwgj�sVpnau�mnwedgd,c%wgmn_bwej°mn_ba�p�sIjbxva�kV}®��w;¸ � �bdgm|{�s¢mqpqsv��wgmnwekVjzsVd,sV��mnkvr�slmna���mq_ba�kvpnaor �bpnkl�va�p
� sIj�_zsIj���dgav�vwgm�c`sVu)jza��Vaop�mq_ba�deaouqu)sIj�wej�mnaopna�u|mqwgjbx � sVuna(u|mq�z��{}�kVp-�zpnkXkI}½�bd�sIjbjzwgjbx��unwgj � ayr��bdgmnwgfÌu�mnp�slmqa�xv{��bpnkXkV}��bd�sIjbjzwgjbx�xva�jbaopqsImnao��u��z zu|m�sIj�mnw�sIdede{¢��w¬¯½a�pqa�j�m%�bpqkXkI}�u zsvu�a���kvj�aoj�mnwepnaodg{��bw¬¯½a�pqa�j�m(�bpqkXkI}�w���a�sVuo�Ó jzkImn_za�p�wer���kvp�m�sIj�m-�bpqkXkI}�mna � _zjbweÀ��ba¨weu × sVj�mnkVp�µ u-��w�sIxVkvjzsIdeweÁoslmqwgkvj mqa � _bjbw�À��basVjz��c�a2sId�u�k���ao�Va�dekV��ao��r�amq_bk��bu(sIj���u�mnp�slmqa�xVweaou®}�kvp`mn_bw�u � d�sVuqu � × _za�weh�_zpnkv�b_bkV�sVjz� Æ wea�hXr�sIjbjº� ÂoÙvÙdc � �(Í¾r���kvp�m�sIj�m(mq_ba�kvpnaor�u¨c®a�_zs��Va  �a�aoj�sI zdga2mqk¢�bpqkl�Va sVpnamq_ba`�bjz��a � w��bsI bwedew¬m|{kI}zmq_ba%_zsVd¬mqwgjbx��bpqkV zdgaor8sIjz� × sIj�mqkVp�µ u�mn_baokVpqa�r � � sVpq��wejzsVdgwgm|{kV}�mq_ba�unam(kI}-un�b zunam�uq���mn_ba�jbkVj�f � kv�bj�mqsV bwgdewgm|{¢kI},mn_za2pna�sId�u%wgj�mq_ba wejvmqa�pq�lsId � �d3 Â �sVjz��kV}�mq_ba unam%kI}îmnkVmqsId½}��zj � mqwgkvjzu���sIjz��u�wer�wgd�sIp`mq_ba�kvpnaor�u��
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õ ¥O�&0 \ �C���1¡��������1"����l�����P¤�ÌêA�ù�¼�ó�É�<¡ò ó�óbh8=@ @iñ;@ E�ðû?E®ºù=|ù�ò�ùnûÎ:Ìù&Ò ðûlô�ð�4 ¤ L Q [�L � kIe,e,e � H,f,f�µ ¤ J �'��Ü >">��>Ý2Þ!Þ ����ßàÎá� �7á�:�à 9"�.Þ
7&� ��ÞLâ¤:�á��>à�Ü >�â3<7¤



µHk1HKJ7L
MON $P�9Q9Q5R�S M Q9TU$WVXDYZY MO[ R�� L
M]\ Y MO[ R?$ M�L
MO[ R?Q9^ [ $P�9Q9Q5R7��Q \W_ ^9YZY M �

ó ���=Q�� ���'¡�¡���R kIe,e,e
õ ª5¤]���·Q�� ���'¡�¡���¤�SO¡�� å7���1� k ¤ kIf �����'������"/�?��¡ ¤É�l�'( ��"���(1��¡§���1�Î���B��R�$&� ¦&�
_ ¡£��"�(�å � L "��B�!� �����9�;� L "��;���!��� ��� ådR kIe,e,e ¤

ó \ ���!���1R H,f,fHkõ �D��� \ ���!������	7�����'� ���y�'������¡£��'�¡��´� ��Ü >">��>Ý2Þ!Þ�ã!ã!ã>à¨����ä�å"�.á�à 8�7à :&��à�;!æ�Þ7ç�è�é\�Nå�Þ
7&�
�7á�å�Þ7¤

ó \ �!��������"��êR kIe,e�Ý�õ $y¤ \ �!��������"��ê¤�^9"5���!�'('��"���� ������"¥��( �����'���'���'"�����"��5������(1��������� � ������"?��¡�'('��"�������('�]���ê����������� �!��(���¡£��"�"���"�#�¤ L "w¼bô�ò¾ò�ùnû?E1Ìlò�ùnûIú�@ºñgû%8)²h<h4 ðõûlûlñgû�¯�R/�?��#��'� ��° k1µ ¤ L ^ J_ �!�'�!�1R kIe,e�Ý ¤
ó �����'��¡��'�1R H,f,fHk � õ �5¤�����'��¡��'��¤�<õýiò�ùkÊZ°�9"���"��!�'� ��(C��� ���=���!�/����C¦���¡£����"��1�1¤ L "<¶9����ê���C�9��¡ ¤1ó H,f,fHkõ ¤
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Abstract

We study challenges that are imposed to mathematical
domain reasoning in the context of natural language tu-
torial dialog on mathematical proofs. The focus is on
proof step evaluation:
(i) How can mathematical domain reasoning support
the resolution of ambiguities and underspecified parts
in proof steps uttered by a student?
(ii) How can mathematical domain reasoning support
the evaluation of a proof step with respect to the criteria
soundness, granularity, and relevance?

Introduction
The final goal of the DIALOG project1 is a natural tutorial
dialog on mathematical proofs between a student and an as-
sistance system for mathematics. Natural language (NL) tu-
torial dialog on mathematical proofs is a multi-disciplinary
scientific challenge situated between (i) advanced NL pro-
cessing, (ii) flexible tutorial dialog, and (iii) dynamic, ab-
stract level mathematical domain reasoning (MDR2). There
is still relatively few data available that can guide research
in this area. We, therefore, approached the project by using
a methodology with a strong initial emphasis on empirical
investigations and a top-down modeling of the over-all ar-
chitecture followed by refinements of the architecture, down
to implementation.

First a relevant corpus has been collected and analyzed in
the DIALOG project. The phenomena that have been iden-
tified through corpus analysis demonstrate, for instance, the
need for deep semantical analysis, the importance of a tight

∗We thank Manfred Pinkal, Jörg Siekmann, Ivana Kruijff-
Korbayová, Armin Fiedler, Magdalena Wolska, Helmut Horacek,
Serge Autexier, Dimitra Tsovaltzis, Marvin Schiller, and Mark
Buckley.
Copyright c© 2005, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

1The DIALOG project is a collaboration between the Com-
puter Science and Computational Linguistics departments of Saar-
land University as part of the Collaborative Research Center
on Resource-Adaptive Cognitive Processes, SFB 378 (http://
www.coli.uni-saarland.de/projects/sfb378/).

2We use ‘MDR’ in the remainder as an abbreviation for both
’mathematical domain reasoning’ and ’mathematical domain rea-
soner’; the precise meaning will be clear in each context.

integration of NL processing and MDR, and the relevancy
of dynamic, abstract-level proof development techniques
supporting human-oriented MDR. In particular, the explicit
abstract-level representation of proof steps (logically sound
or unsound) as uttered by the students is a crucial prerequi-
site for their subsequent analysis by MDR means in a tuto-
rial dialog setting. Additionally, from a logical point of view,
proof steps are highly underspecified (e.g. logically relevant
references are left implicit) causing an additional challenge
for bridging the gap between NL analysis and MDR.

In this paper we focus on the challenges imposed to MDR:
(i) How can MDR support the resolution of ambiguities

and underspecified parts in proof steps uttered by a student?
(ii) How can MDR support the evaluation of a student

proof step with respect to the criteria soundness, granularity,
and relevance?

In the next section we present an example dialog from our
DIALOG corpus and point to some revealed phenomena. We
then discuss the MDR challenges from a general viewpoint.
Subsequently we present our first concrete approach to solve
these challenges. Finally, we discuss some related work and
conclude the paper.

Phenomena and Challenges
A Wizard-of-Oz experiment (Dahlbäck, Jönsson, & Ahren-
berg 1993) has been performed in the DIALOG project in
order to obtain a corpus of tutorial dialogs on mathematical
proofs. Twenty four subjects with varying background in hu-
manities and sciences participated in this experiment. Their
prior mathematical knowledge ranged from little to fair. The
experiment employed typed user and tutor (wizard) input as
opposed to spoken language. This experiment and the corpus
obtained is discussed in more details in (Wolska et al. 2004).
The complete corpus comprises 66 recorded dialogs contain-
ing on average 12 turns and is available from the DIALOG
web-page3. It contains 1115 sentences in total, of which 393
are student sentences. An example dialog is shown in Fig. 1.

Investigation of the corpus resulted in an overwhelming
list of key phenomena raising interesting and novel research
challenges (Benzmüller et al. 2003). This was not expected,
in particular, because of the simplicity of the mathematical
domain (naive set theory) chosen for this experiment. Many

3http://www.ags.uni-sb.de/˜chris/dialog/
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T1: Bitte zeigen Sie: K((A∪B)∩ (C∪D)) = (K(A)∩K(B))∪
(K(C)∩K(D))! [Engl.: Please show: K((A∪ B)∩ (C ∪D)) =

(K(A) ∩ K(B)) ∪ (K(C) ∩ K(D))!]
S1: nach deMorgan-Regel-2 ist K((A∪B)∩ (C ∪D)) = (K(A∪

B) ∪ K(C ∪ D)). [Engl.: by deMorgan-Rule-2 K((A ∪ B) ∩ (C ∪

D)) = (K(A ∪ B) ∪ K(C ∪ D)) holds.]
T2: Das ist richtig! [Engl.: This is correct!]

S2: K(A∪B) ist laut deMorgan-1 K(A)∩K(B) [Engl.: K(A∪

B) is K(A) ∩ K(B) according to deMorgan-1]
T3: Das stimmt auch. [Engl.: That is also right.]

S3: und K(C ∪ D) ist ebenfalls laut deMorgan-1 K(C) ∩ K(D)
[Engl.: and K(C ∪ D) is also K(C) ∩ K(D) according to deMorgan-1]

T4: Auch das stimmt. [Engl.: That also is right.]

S4: also folgt letztendlich: K((A ∪ B) ∩ (C ∪ D)) = (K(A) ∩
K(B)) ∪ (K(C) ∩ K(D)). [Engl.: hence follows finally: K((A ∪

B) ∩ (C ∪ D)) = (K(A) ∩ K(B)) ∪ (K(C) ∩ K(D)).]
T5: Das stimmt . . . [Engl.: This is correct . . . ]

Figure 1: An example dialog. T and S mark tutor (i.e. wizard)
and student turns respectively. ‘K’ refers to the ‘set complement’
relation. German has been the language of choice.

of the identified phenomena are relevant not only for the tu-
torial NL dialog context but have a much wider impact for
NL interactions in human-oriented theorem proving. This
paper focuses on phenomena that are relevant for MDR:

Notion of Proof. For analyzing the notion of human-
oriented mathematical proofs, primarily shaped-up textbook
proofs have been investigated in the deduction systems com-
munity (Zinn 2004). The DIALOG corpus provides an im-
portant alternative view on it, since textbook proofs neither
reveal the actual dynamics of proof construction nor do they
show the weaknesses and inaccuracies of the student’s ut-
terances, i.e., the student’s proof step directives. The corpus
also illustrates the style and logical granularity of human-
constructed proofs. The style is mainly declarative, for ex-
ample, the students declaratively described the conclusions
and some (or none) of the premises of their inferences. This
is in contrast to the procedural style employed in many proof
assistants where proof steps are invoked by calling rules, tac-
tics, or methods, i.e., some proof refinement procedures.

The hypothesis that assertion level reasoning (Huang
1994) plays an essential role in this context has been con-
firmed. The phenomenon that assertion level reasoning may
by highly underspecified in human-constructed proofs, how-
ever, is a novel finding (Autexier et al. 2003).

Underspecification is a well known phenomenon in lin-
guistic analysis. The corpus reveals that underspecifica-
tion also occurs in the content and precision of mathemat-
ical utterances (proof step specification) and thus carries
over to MDR. Interestingly underspecification also occurs in
shaped-up textbook proofs but has only very recently been
addressed (Zinn 2004). To illustrate the underspecification
aspect we use example utterance S4 in Fig. 1: Utterance S4
is logically strongly underspecified. Here, it is neither men-
tioned from what assertion(s) in the discourse this statement
exactly follows nor how these assertions are used. However,
such detailed information is typically required in proof as-
sistants to execute the student’s proof step directive, i.e., to
‘understand’ and ‘logically follow’ the student’s argumenta-
tion.

Proof Step Evaluation (PSE) is an interesting novel ap-
plication for theorem proving systems. A (next) proof step
uttered by a student within a tutorial context has to be ana-
lyzed with respect to the following criteria:

Soundness: Can the proof step be reconstructed by a formal
inference system and logically and tutorially verified?

Granularity: Is the ‘argumentative complexity’ or ’size’ of
the proof step logically and tutorially acceptable?

Relevance: Is the proof step logically and tutorially useful
for achieving the goal?

Resolution of underspecification and PSE motivate a spe-
cific module supporting these tasks in tutorial NL dialog on
proofs; in the remainder we call such a module proof man-
ager (PM).

MDR Challenges from a General Viewpoint
Ambiguity and Underspecification Resolution The cor-
pus reveals that ambiguities may arise at different phases of
processing between the linguistic analysis and MDR. Con-
sider, for instance, the following student utterance:

S: A enthaelt B [Engl.: A contains B]

In this utterance ‘enthaelt’ (‘contains’) is ambiguous as it
may refer to the set relations ‘element-of’ and ‘subset-of’.
The ambiguity arises during linguistic analysis. It can be re-
solved, for instance, by type-checking provided that type in-
formation on A and B is available: if both symbols are of
the same ‘set type’ then ‘enthaelt’ means ‘subset-of’. How-
ever, type checking cannot differentiate between ‘⊂’ and
‘⊆’ as potential readings. The phenomenon is even better
illustrated by the following two utterances in which impor-
tant bracketing information is missing (‘K’ refers to the ‘set
complement’ operation and ‘P ’ to the ‘Power set’ opera-
tion):

S’: P ((A ∪ C) ∩ (B ∪ C)) = PC ∪ (A ∩B)

S”: K((A ∪ C) ∩ (B ∪ C)) = KC ∪ (A ∩B)

In S’ type information (if available) can be employed to rule
out the reading P (C) ∪ (A ∩ B) for the term to the right.
However, type information is not sufficient to differentiate
between the readings K(C)∪ (A∩B) and K(C ∪ (A∩B))
in S”. Here only MDR can detect that the first reading leads
to a logically wrong statement and the second reading to a
correct one. As we cannot assume that the domain model
statically represents all correct mathematical statements this
calls for dynamic MDR support in the resolution of ambigu-
ities that, as given here, may arise during linguistic analysis.
Now consider the following slight modification (wrt. refer-
ence to deMorgan rule) of utterances T1 and S1 from Fig. 1.

T1: Please show : K((A ∪ B) ∩ (C ∪ D)) = (K(A) ∩
K(B)) ∪ (K(C) ∩K(D))

S1’: by the deMorgan rule we haveK((A∪B)∩(C∪D)) =
(K(A ∪B) ∪K(C ∪D)).

S1’ does not lead to an ambiguity during linguistic analysis.
It nevertheless leads to an ambiguity in the domain reasoner
since the suggested proof step is highly underspecified from

AAAI-05 / 517



Proof State

(A1) A ∧ B.
(A2) A ⇒ C.
(A3) C ⇒ D.
(A4) F ⇒ B.

(G) D ∨ E.

Some Student Utterances

(a) From the assertions follows D.
(b) B holds.
(c) It is sufficient to show D.
(d) We show E.

Figure 2: PSE example scenario: (A1)-(A4) are assertions that
have been introduced in the discourse and that are available to
prove the proof goal (G). (a)-(d) are examples for possible proof
step directives of the student in this proof situation.

a proof construction viewpoint: S1’ can be obtained directly
from the deMorgan rule ∀X,Y.K(X∩Y ) = K(X)∪K(Y )
(denoted as deMorgan-2) by instantiating X with (A ∪
B) and Y with (C ∪ D). Alternatively it could be inferred
from T1 when applying deMorgan rule ∀X,Y.K(X ∪Y ) =
K(X)∩K(Y ) (denoted as deMorgan-1) from right to left
to the subterms of T1: K(A) ∩K(B) and K(C) ∩K(D).
Differentiating between such alternatives could be crucial in
tutoring mathematical proofs.

Proof Step Evaluation: PSE supports the dynamic step-
by-step analysis (with criteria soundness, granularity, rele-
vance) of the proof constructed by the student. All three cri-
teria have a pure logical dimension and additionally a tuto-
rial dimension. For instance, a proof step may be formally
relevant by pure logical means but it may be considered as
not relevant when additional tutorial aspects are taken into
account. On the other hand, a student utterance which is suf-
ficiently close to a valid next proof step may be considered
tutorially relevant while being logically irrelevant. In this pa-
per we mainly focus on the logical dimension; the hypoth-
esis is that their solution is one important prerequisite for
solving the general PSE problem involving also the tutorial
dimension. Much further research in this direction is clearly
needed. The PSE challenge will now be further illustrated
using the artificially simplified example in Fig. 2.

Soundness: Determining whether an uttered proof step is
sound requires that the MDR can represent, reconstruct and
validate the uttered proof step (including all the justifications
used by the student) within the MDR’s representation of the
proof state. Consider, for instance, utterance (a) in Fig. 2:
Verification of the soundness of this utterance boils down to
addingD as a new assertion to the proof state and to proving
that: (P1) (A ∧ B), (A ⇒ C), (C ⇒ D), (F ⇒ B) ` D.
Solving this proof task confirms the logical soundness of ut-
terance (a). If further explicit justifications are provided in
the student’s utterance (e.g. a proof rule) then we have to
take them into consideration and, for example, prove (P1)
modulo these additional constraints. Soundness is a fairly
tractable criterion for which different techniques are readily
available (Zinn 2004). PSE with respect to the criteria gran-
ularity and relevance, however, is novel and challenging.

Granularity evaluation requires analyzing the ‘complex-
ity’ or ‘size’ of proofs instead of asking for the mere exis-
tence of proofs. For instance, evaluating utterance (a) above

boils down to judging the complexity of the generated proof
task (P1). Let us, for example, use Gentzen’s natural deduc-
tion (ND) calculus as the proof system `. As a first and naive
logical granularity measure, we may determine the number
of `-steps in the smallest `-proof of the proof task for the
proof step utterance in question; this number is taken as the
argumentative complexity of the uttered proof step. For ex-
ample, the smallest ND proof for utterance (a) has ‘3’ proof
steps: we need one ‘Conjunction-Elimination’ step to extract
A from A ∧ B, one ‘Modus Ponens’ step to obtain C from
A and A ⇒ C, and another ‘Modus Ponens’ step to obtain
D from C and C ⇒ D. On the other hand, the smallest
ND proof for utterance (b) requires only ‘1’ step: B fol-
lows from assertion A ∧ B by ‘Conjunction-Elimination’.
If we now fix a threshold that tries to capture, in this sense,
the ‘maximally acceptable size of an argumentation’ then
we can distinguish between proof steps whose granularity
is acceptable and those which are not. This threshold may
be treated as a parameter determined by the tutorial setting.
However, the ND calculus together with naive proof step
counting doesn’t always provide a cognitively adequate ba-
sis for granularity analysis. The reason is that two intuitively
very similar student proof steps (such as (i) fromA = B and
B = C infer A = C and (ii) from A⇔ B and B ⇔ C infer
A ⇔ C) may actually expand into base-level ND proofs of
completely different size. Also related literature has pointed
out that standard ND calculus does not adequately reflect
human-reasoning (Rips 1994). This problem could become
even worse if we chose a machine-oriented calculus such as
resolution. Two important and cognitively interesting ques-
tions thus concern the appropriate choice of a proof system
` and ways to measure the ‘argumentative complexity’ of a
proof step.

Relevance. Relevance asks questions about the usefulness
and importance of a proof step with respect to the original
proof task. For instance, in utterance (c) the proof goalD∨E
is refined to the new proof goalD using backward reasoning,
i.e., the previously open goalD∨E is closed and justified by
a new goal. Answering the logical relevance question in this
case requires to check whether a proof can still be generated
in the new proof situation. In our case, the task is thus identi-
cal to proof task (P1). A backward proof step that is not rel-
evant according to this criterion is (d) since it reduces to the
proof task: (P2) (A∧B), (A⇒ C), (C ⇒ D), (F ⇒ B) `
E for which no proof can be generated. Thus, (d) is a sound
refinement step that is not relevant. This simple approach
appears plausible but needs to be refined. The challenge is
to exclude detours and to take tutorial aspects into account
(in a tutorial setting we are often interested in teaching par-
ticular styles of proofs, particular proof methods, etc.). This
also applies to the more challenging forward reasoning case
to identify that, for instance, utterance (b) describes a non-
relevant proof step.

Relevance and granularity are interesting, ambitious and
important challenges for tutoring of proofs. To address these
problems, it’s not sufficient to merely establish the existence
of proofs but the system has to construct proofs with par-
ticular properties. It may be the case that evaluating dif-
ferent criteria requires different ‘suitable’ theorem provers.
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Moreover, the system also needs to closely mirror and reflect
reasoning steps as they are typically performed by humans.
Generally, the system will need to adapt to the capabilities of
individual students and the requirements of varying tutorial
settings.

PSE in the DIALOG Demonstrator
We have implemented a demonstrator version of a PM which
provides dynamic support for resolution of underspecifica-
tion and PSE based on heuristically guided abstract-level
MDR realized on top of the ΩMEGA-CORE framework (Au-
texier 2003). The PM has been integrated into the overall
demonstrator of the DIALOG project in which it communi-
cates with other components of the system including the lin-
guistic analyzer, the dialog manager, the tutorial manager,
and the NL generator. More information on the role of the
PM in the DIALOG demonstrator system and on its inter-
play with other modules is given in (Buckley & Benzmüller
2005). Note that we do not address tutoring aspects directly
in the PM. Instead the result of the PM’s proof step anal-
ysis is passed to the tutorial manager which then proposes
a tutoring move to the dialog manager of the overall sys-
tem. Tutoring aspects of the DIALOG project are discussed
in (Fiedler & Tsovaltzi 2003).

The complete system has been applied to several exam-
ple dialogs from the DIALOG corpus and it has been demon-
strated in the course of the evaluation of the DIALOG project
that the system is particularly able to support variations of
the dialog presented in Fig.1 (which we will use for illustra-
tion purposes). However, our system is currently only appli-
cable to a very restricted subset of example proofs in naive
set theory. For these examples the PM’s computation costs
are acceptable. It remains to be seen whether this is still the
case when moving to less elementary mathematical problem
domains.

Proof Step Representation and Resolution of Underspec-
ification. The PM needs to “understand” the incoming stu-
dent proof step and to fit it into the current proof context.

In our implementation, the student proof step is first for-
matted into a tuple 〈 LABEL, TYPE, DIR, FORMULA,
JUSTIFICATION-LIST 〉: LABEL provides a reference to this
proof step. TYPE indicates whether the student proof step is,
for example, an inference step, a variable assignment, or a
local hypothesis introduction (these are the options we cur-
rently support). Given the proof step type inference, DIR in-
dicates the direction of this step as linguistically extracted
from the student’s utterance. The alternatives are forward,
backward, sideward, and closing. For instance, when the
student asserts that “φ follows from ψ and θ” and if we
know that ψ and θ are the two premises of the current proof
task, then the input analyzer should be able to assign for-
ward inference to DIR. FORMULA is the asserted formula
in this proof step, e.g., the φ from above. JUSTIFICATION-
LIST contains all the information the student uses to justify
FORMULA.

In our current approach, all of these fields except from
FORMULA can be left underspecified (i.e. empty). LABEL

can in general be easily generated by referring to FORMULA
or by NL references such as “the previous proof step”, “your
second proof step”, etc. The other fields are usually more
ambitious to determine. Before we proceed with describ-
ing our solution to underspecification resolution, we elab-
orate the JUSTIFICATION-LIST. JUSTIFICATION-LIST is a
list (J1, . . . , Jn) of justifications Ji (for 0 ≤ i ≤ n). When
n = 0 then JUSTIFICATION-LIST is underspecified. Each
justification Ji is a tuple 〈NAME, FORM, SUBST〉: NAME
refers to an assertion. It can be the label of a previous proof
step or of an assertion in a mathematical knowledge base,
for example, ‘deMorgan-2’. FORM is a formula used to jus-
tify the asserted proof step. For instance, instead of referring
to deMorgan-2, the student may say: “SinceA ∩ (B ∪ C) =

A∪B ∪ C, from Φ[A ∩ (B ∪ C)] we obtain Φ[A∪B ∪ C].”
SUBST is an explicitly mentioned instantiation of variables
the student has applied in the proof step.

All justifications fields can be left underspecified.
The field SUBST has been introduced mainly for the
purpose of exhaustively capturing the student input in
our representation. Given an underspecified justification
〈NAME, FORM, SUBST〉, FORM is generally equivalent to
dereference(NAME) + SUBST. Assume, for example, that
we already have information on FORM := A ∩ (B ∪ C) =
A ∪ B ∪ C. The PM can determine a possible assertion
which has been used (e.g. deMorgan-2) together with the
substitution the student has applied (here [A 7→ X, (B ∪
C) 7→ Y ]). In fact, in most proof step utterances in the DI-
ALOG corpus the student justifies her proof step with a ref-
erence to the employed assertion NAME and by specifying
the inferred formula FORMULA: For instance, a student may
say: “By deMorgan-2, we have Φ”. Unification and heuristi-
cally guided theorem proving is employed in the PM to sup-
port the analysis and completion of different combinations
of given and missing information in justifications. Problem-
atic cases typically arise when the student leaves the justifi-
cation for her proof step underspecified altogether.

The proof step representation language presented here is
the one that has been implemented in the PM. In the mean-
time this language has been further developed in theory (Au-
texier et al. 2003).
Example 1 The underspecified proof step S1 in the exam-
ple dialog (see Fig. 1) is represented in the PM as follows:4

(input (label 1_1)

(formula (= (C (N (U a b) (U c d)))

(U (C (U a b)) (C (U c d)))))

(type ?)

(direction ?)

(justifications

(just (reference deMorgan-2)

(formula ?)

(substitution ?))))

Our PM employs the ΩMEGA-CORE calculus (Autexier
2003) as a sound and complete base framework (for classical
higher-order reasoning) to support resolution of underspec-
ification and PSE. The internal proof representation of the

4C, N, and U stand for complement, intersection, and
union, respectively. ? denotes underspecification.
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PM is based on task structures which are defined on top of
the ΩMEGA-CORE calculus; for more details on this proof
representation framework we refer to (Hübner et al. 2004).

In some sense, tasks resemble and generalize sequents in
sequent calculi. Proof construction in this “ΩMEGA-CORE
+ tasks”-framework employs and generalizes well-known
techniques in tableau-based theorem proving (cf. (Hähnle
2001) and the references therein) and the matrix method
(Andrews 1981; Bibel 1983). See also (Vo, Benzmüller, &
Autexier 2003) for further details.

We present two example strategies employed by the PM
to relate the student proof step to the PM’s internal represen-
tation of the current proof state and to formally reconstruct
it in order to determine missing information.

Justify by a unifiable premise: The system looks for sub-
terms of the premises of the present task and for subterms
of the available assertions in a knowledge base which are
unifiable to the student proof step. Such a justification may
require further conditions to be discharged. These conditions
are extracted with the help of the ΩMEGA-CORE framework
and they form additional proof obligations which are ana-
lyzed by an automated theorem prover.

Justify by equivalence transformation and equality rea-
soning: This case is a generalization of the above one in
the sense that the asserted formula does only follow via
equivalence transformation and equality reasoning from the
premises and assertions available in the proof state. For this
strategy we employ a specifically adapted tableau-based rea-
soner implemented within the ΩMEGA-CORE framework.

Example 1 (contd.) Our simple example illustrates the
above strategies:

1. The asserted formula in the student proof step is unifiable
at top-level with the deMorgan-2 rule. Thus, we recom-
pute a forward proof step:

(A ∪B) ∩ (C ∪D) = (A ∪B) ∪ (C ∪D)

is obtained by deMorgan-2 using the substitution:

[X 7→ (A ∪B);Y 7→ (C ∪D)]

2. On the other hand, our system is able to identify the
discrepancies between the asserted formula and the goal
formula of the current proof task. Identifying a possible
backward reasoning step the system thus carries out the
following transformation:

(A ∪B) ∩ (C ∪D) = (A ∩B) ∪ (C ∩D)

is reduced to the new goal formula

(A ∪B) ∩ (C ∪D) = (A ∪B) ∪ (C ∪D)

by rewriting the subterms: (A∩B) and (C ∩D) with the
subterms (A ∪B) and (C ∪D), respectively, using the
rule deMorgan-1.

For the initially underspecified input proof step represen-
tation we have thus computed two possible fully specified
logical interpretations.

Proof Step Evaluation The PM is now facing the problem
of evaluating both identified proof step interpretations along
the PSE criteria. Note that soundness has already been partly
addressed during the above phase, since we were able to re-
construct the underspecified proof step in at least one way in
the current proof state.

Employing heuristically guided theorem proving tech-
niques, our PM finally identifies the following ratings and
annotations for our two proof step interpretations:5

1. (evaluation

(reference ...)

(formula (= (C (N (U a b) (U c d)))

(U (C (U a b)) (C (U c d)))))

(substitution ((x (U a b) y (U c d))))

(direction FORWARD)

(justification DeMorgan-2)

(soundness 1)

(relevance 0.9)

(granularity 1))

2. (evaluation

(reference ...)

(formula (= (C (N (U a b) (U c d)))

(U (C (U a b)) (C (U c d)))))

(substitution ...)

(direction BACKWARD)

(justification (((C (U c d)) . (N (C c) (C d)))

((C (U a b)) . (N (C a) (C b)))))

(soundness 1)

(relevance 0.9)

(granularity 0.5))

The overall system then determines a preference for inter-
pretation (1.) since it shares the justification used by the stu-
dent, viz. the rule deMorgan-2. Furthermore, the former
inference is considered to be granularly more appropriate
than the latter. This is because the former employs only one
application of the rule deMorgan-2while the latter applies
the rule deMorgan-1 twice. As discussed in the previous
section, this is generally an over-simplified way to determine
the relative granularity of a proof step. A more precise, sep-
arate soundness investigation in the PSE phase would also
rule out interpretation (2.), provided that the students explicit
reference to deMorgan-2 is taken into account.

Further Proof Management Tasks It is important that
the system and the student share a mutual understanding
about the situation they are confronting. And we have al-
ready motivated that the system should be capable of ade-
quately representing the context and the situation in which
the student is currently operating and reasoning about. Gen-
erally, we consider different classes of situations. Two ex-
amples are:

Problem-solving situations: In these situations, alterna-
tive problem solving strategies are considered to tackle the
problem, e.g. looking for similar problems whose solutions

5The ellipses indicate that the field refers to some internal rep-
resentation which is left out to save space. Note also that the rel-
evance rating for both interpretations is 0.9 to allow a margin for
error unless the proof step is found to be used in every possible
proofs in which case the relevance rating will be 1.
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are known, finding a lemma whose application could bridge
the gap between the premises and the goal, searching for
applicable proving methods such as proof by induction, di-
agonalization proof, etc.

Proof situations: Once a student proof step has been
identified as related to an available proof situation in the
maintained proof history, a new current proof situation is
computed and updated into the proof history. The current
proof situation consists of the “relevant” proof fragments
which have been identified up to this point.

The tasks of reconstructing theorem prover-oriented proof
fragments from the student proof steps, organizing the rele-
vant proof fragments into (partial) proofs, keeping track of
the proof history and other relevant information for future
backtracking, etc. are all handled by the PM. It’s also impor-
tant to note that while the problems of resolving underspec-
ification and PSE have been discussed separately, they are
solved in combination since they are mutually dependent.

In general, judging the student’s utterances in a mathemat-
ics tutoring scenario is a very complex task addressing many
AI problems including NL understanding, plan recognition,
ambiguity resolution, step-wise proof construction, manage-
ment of proofs, etc. In our first implementation of the PM,
we clearly had to make several simplifications which can
later be generalized if future experiments indicate the need
for this. We give some examples:
Granularity and the Direction of Inference: If the direction
of an inference is not made explicit by the student, the PM
tries to determine it by considering the granularity of the
proof justifying a forward reasoning step and the granularity
of the proof justifying a backward directed goal reduction
step; cf. our example from before. If the former is consid-
ered to be more difficult than the latter, the system conjec-
tures that this proof step is a forward proof step; otherwise,
it is considered to be a backward proof step.
Student Modeling: The granularity of a proof step is relative
to the student’s knowledge and expertise in the domain un-
der consideration. In the present implementation, the student
model and other relevant information have not been taken
into account when appraising the student proof step.

Related Work
Empirical findings in the area of intelligent tutoring show
that flexible natural language dialog supports active learn-
ing (Moore 1993). In the DIALOG project, therefore, the
focus has been on the development of solutions allowing
flexible dialog. However, little is known about the use of
natural language in dialog settings in formal domains, such
as mathematics, due to the lack of empirical data.

Input analysis in dialog systems is for most domains com-
monly performed using shallow syntactic analysis combined
with keyword spotting; slot-filling templates, however, are
not suitable in our case. Moreover, tight interleaving of nat-
ural and symbolic language makes key-phrase spotting dif-
ficult because of the variety of possible verbalizations. Sta-
tistical methods are employed in tutorial systems to com-
pare student responses with a domain-model built from pre-
constructed gold-standard answers (Graesser et al. 2000).

In our context, such a static domain-modeling solution is
impossible because of the wide quantitative and qualitative
range of acceptable proofs, i.e., generally, our set of gold-
standard answers is even infinite.

Related work with regard to interpreting mathematical
texts is (Zinn 2004) which analyzes comparably complete,
carefully structured textbook proofs, and relies on given
text-structure, typesetting and additional information that
identifies mathematical symbols, formulae, and proof steps.
With respect to our goal of ambiguity and underspecification
resolution, (Bos 2003) provides an algorithm for efficient
presupposition and anaphora resolution which uses state-of-
the-art traditional automated theorem provers for checking
consistency and informativeness conditions.

Recent research into dialog modeling has delivered a va-
riety of approaches more or less suitable for the tutorial di-
alog setting. For instance, scripting is employed in Autotu-
tor (Person et al. 2000) and knowledge construction dialogs
are implemented in Geometry Tutor (Matsuda & VanLehn
2003). Outside the tutorial domain, the framework of Infor-
mation State Update (ISU) has been developed in the EU
projects TRINDI6 and SIRIDUS7 (Traum & Larsson 2003),
and applied in various projects targeting flexible dialog. An
ISU-based approach with several layers of planning is used
in the tutorial dialog system BEETLE (Zinn et al. 2003).

Finally, the dialogs in our corpus reveal many challenges
for human-oriented theorem proving. Traditional automated
theorem provers (e.g. OTTER and Spass) work on a very
fine-grained logic level. However, interactive proof assis-
tants (e.g. PVS, Coq, NuPRL, Isabelle) and in particular
proof planners (e.g. OMEGA and λClam) support abstract-
level reasoning. The motivation for abstract-level reasoning
is twofold: (a) to provide more adequate interaction support
for the human and (b) to widen the spectrum of mechaniz-
able mathematics. Proof assistants are usually built bottom-
up from the selected base-calculus; this often imposes con-
straints on the abstract-level reasoning mechanisms and the
user-interface.

Conclusion
We have identified novel challenges and requirements to
MDR in the context of tutorial NL dialogs on mathemati-
cal proofs. For instance, we must be able to explicitly repre-
sent and reason about ambiguous and underspecified student
proof steps in the PM. The represented proof steps may be
unsound, of unacceptable granularity or not relevant. The
analysis of these criteria is then the task of PSE. Gener-
ally, resolution of underspecification and PSE are mutually
dependent. Except for pure logical soundness validation of
proof steps, none of these requirements can currently be eas-
ily supported within state-of-the-art theorem provers. Thus,
novel and cognitively interesting challenges are raised to the
deduction systems community.

PSE can principally be supported by different approaches
— including ones that avoid dynamic theorem proving as

6
http://www.ling.gu.se/research/projects/trindi/

7
http://www.ling.gu.se/projekt/siridus/
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presented in this paper. We list some alternative approaches
according to increasing difficulty:

1. We could statically choose one or a few ‘golden proofs’
and match the uttered partial proofs against them.

2. We first generate from the initially chosen golden proofs
larger sets modulo, for instance, (allowed) re-orderings of
proof steps and match against this extended set.

3. We dynamically support PSE with heuristically guided
abstract-level MDR.

4. We interpret the problem as challenge to proof theory and
try to develop a proper proof theoretic approach to differ-
entiate between ’tutorially good proofs and proof steps’
and ’tutorially less good proofs and proof steps’ in the
space of all proofs for a given problem.
The space of all proofs that solve a proof problem is gen-

erally infinite which is one reason why a static modeling of
finitely many ’golden solutions’ as in approaches (1) and (2)
is generally insufficient in our context. Approach (3) is our
currently preferred choice and a first, still rather naive, ap-
proach to the logical dimension of this challenge has been
presented in this paper. Much further research is clearly
needed. Approach (4) is the approach we want to addition-
ally investigate in the future; some relevant related work in
proof theory to capture a notion of good proofs is presented
in (Dershowitz & Kirchner 2003).

For (3) we have developed a heuristically guided MDR
tool that is capable of representing, constructing and analyz-
ing proofs at the assertion level. In the first place these proofs
maybe sound or non-sound. For naive set theory (our math-
ematical domain of choice so far) this tool has been able to
reconstruct and represent student proofs at the same level
of argumentative complexity as given in the DIALOG cor-
pus. We conjecture that this is a basic requirement for PSE
in tutorial settings. We have also shown how (in the same
mathematical domain) our PM resolves ambiguities and un-
derspecification in the student input and how it evaluates the
student input along the three major dimensions of sound-
ness, relevance, and granularity. The application of our ap-
proach to more challenging mathematical domains and its
evaluation therein is future work.

References
Andrews, P. B. 1981. Theorem proving via general matings. J. of
the ACM 28(2):193–214.
Autexier, S.; Benzmüller, C.; Fiedler, A.; Horacek, H.; and Vo,
B. Q. 2003. Assertion-level proof representation with under-
specification. ENTCS 93:5–23.
Autexier, S. 2003. Hierarchical Contextual Reasoning. Ph.D.
Dissertation, Saarland University, Germany.
Benzmüller, C.; Fiedler, A.; Gabsdil, M.; Horacek, H.; Kruijff-
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Abstract. Research in dialogue systems has been moving towards re-
usable and adaptable architectures for managing dialogue execution and
integrating heterogeneous subsystems. In this paper we present a formali-
sation of Admp, an agent-based architecture which supports the develop-
ment of dialogue applications. It features a central data structure shared
between software agents, it allows the integration of external systems,
and it includes a meta-level in which heuristic control can be embedded.

1 Introduction

Research in dialogue systems has been moving towards reusable and adaptable
architectures for managing dialogue execution and integrating heterogeneous
subsystems. In an architecture of this type, different theories of dialogue man-
agement can be formalised, compared and evaluated. In this paper we present a
formalisation of Admp

1, an architecture which uses software agents to support
the development of dialogue applications. It features a central data structure
shared between agents, it allows the integration of external systems, and it in-
cludes a meta-level in which heuristic control can be embedded.

We have instantiated the system to support dialogue management. Dialogue
management involves maintaining a representation of the state of a dialogue, co-
ordinating and controlling the interplay of subsystems such as domain processing
or linguistic analysis, and deciding what content should be expressed next by the
system. Admp applies the information state update (ISU) approach to dialogue
management [1]. This approach uses an information state as a representation of
the state of the dialogue, as well as update rules, which update the information
state as the dialogue progresses. The ISU approach supports the formalisation
of different theories of dialogue management.

The framework of our research is the Dialog project2, which investigates
flexible natural language dialogue in mathematics, with the final goal of natural
tutorial dialogue between a student and a mathematical assistance system. In

? This work was supported by the DAAD (German Academic Exchange Service),
grant number A/05/05081 and by the DFG (Deutsche Forschungsgemeinschaft),
Collaborative Research Centre 378 for Resource-adaptive Cognitive Processes.

1 The Agent-based Dialogue Management Platform
2 http://www.ags.uni-sb.de/dialog/
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the course of a tutorial session, a student builds a proof by performing utter-
ances which contain proof steps, thereby extending the current partial proof.
The student receives feedback from the Dialog system after each proof step.
This feedback is based on the computations and contribution of numerous sys-
tems, such as a domain reasoner or a natural language analysis module. The
integration of these modules and the orchestration of their interplay as well as
the selection of a next dialogue move which generates the feedback is the task
of the dialogue manager.

The work presented in this paper is motivated by an initial prototype dia-
logue manager for the Dialog demonstrator [2]. After its development we were
able to pinpoint some features which we consider necessary for the Dialog

system, and which the platform presented here supports. The overall design of
Admp is influenced by the design of Ω-Ants [3], a suggestion mechanism which
supports interactive theorem proving and proof planning. It uses societies of
software agents, a blackboard architecture, and a hierarchical design to achieve
concurrency, flexibility and robust distributed search in a theorem proving envi-
ronment.

Although Admp has been developed to support dialogue systems, it can
be seen as a more general architecture for collaborative tasks which utilise a
central data store. For example, we have used Admp to quickly implement a
lean prototype resolution prover for propositional logic.

Our work is related to other frameworks for dialogue management such as
TrindiKit, a platform on top of which ISU based dialogue applications can be
built. TrindiKit provides an information state, update rules and interfaces to
external modules. Another such framework is Dipper [4], which uses an agent
paradigm to integrate subsystems.

This paper is structured as follows. In Section 2 we give an overview of the
Dialog project and the role a dialogue manager plays in this scenario. Section
3 outlines the architecture of Admp. Section 4 presents the formalisation of the
system, and Section 5 concludes the paper.

2 The Dialog Project

The Dialog project is researching the issues involved in automating the tutoring
of mathematical proofs through the medium of flexible natural language. In or-
der to achieve this a number of subproblems must be tackled. An input analyser

[5] must perform linguistic analysis of utterances. These typically contain both
natural language and mathematical expressions and exhibit much ambiguity. In
addition to the linguistic analysis the input analyser delivers an underspecified
representation of the proof content of the utterance. Domain reasoning is en-
capsulated in a proof manager [6], which replays and stores the status of the
student’s partial proof. Based on the partial proof, it must analyse the correct-
ness, relevance and granularity of proof steps, and try to resolve ambiguous proof
steps. Pedagogical aspects are handled by a tutorial manager [7], which decides
when and how to give which hints.
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These three modules, along with several others such as a natural language
generator, collaborate in order to fully analyse student utterances and to com-
pute system utterances. Their computation must be interleaved, since they work
with shared information, and this interplay is orchestrated by the dialogue man-
ager. Fig. 1 shows the modules involved in the Dialog system.

GUI
Tutorial

Manager

NL Generator

Proof
Manager

Dialogue Move
Recogniser

Domain Info
Manager

Input
Analyser

Dialogue Management
Platform

Dialogue Manager

Information
State

Update Rules

Fig. 1. The Dialog system.

We illustrate how the system works with an example from the Dialog corpus
[8] in Fig. 2, where K stands for the complement operation and U is the universal
set. The student has made a correct step (Stud1) and thus has begun building
a partial proof of the theorem. Later in the proof he makes an irrelevant step
(Stud2). We now consider how the modules of the system interact to generate
the response in (Sys2).

The student’s utterance first goes to the input analyser, which calculates
its linguistic meaning and underspecified proof content. The proof content in
this case is a representation of the content of the formula which is given in the
utterance. This is then taken up by the proof manager. In the given proof context
it assigns the proof step category correct, since the formula holds under the
assumptions, but also irrelevant, because the step does not lead to a proof, or
at least does not appear in a proof of the theorem. Simultaneously the dialogue

move recogniser uses the linguistic meaning to determine the function of the
utterance in the dialogue, and encodes this function in a dialogue move [9]. A
dialogue move is a multi-dimensional abstraction of the functions of an utterance
in a dialogue, such as question or assertion. In the example the utterance is a
domain contribution , since it asserts a new piece of information in the theorem
proving task.

A domain information manager determines what domain information was
addressed by the proof step by accessing static mathematical knowledge re-
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Sys0: Bitte zeigen Sie: Wenn A ⊆ K(B), dann B ⊆ K(A)
Please show that: If A ⊆ K(B) then B ⊆ K(A)

Stud1: U/A = K(A)
U/A = K(A)

Sys1: Das ist richtig! Und weiter?
That’s correct! And now?

. . .

Stud2: also ist A 6⊆ B
Therefore it holds that A 6⊆ B

Sys2: Nein, das bringt nichts. Wissen Sie, was Sie mit der wenn-dann-Beziehung
anfangen müssen?
No, that doesn’t help. Do you know what to do with the if-then relation?

Fig. 2. Excerpt from the Dialog corpus, session soc20k.

sources. The tutorial manager uses a combination of these results to add hinting
information to the dialogue moves. In this case it decides to explicitly indicate
the inappropriateness (“No”) and irrelevance (“that doesn’t help”) of the step.
Furthermore, a combination of a student and tutor model result in an explicit
hint, namely to draw the student’s attention to dissolving the if-then relation
which is the head of the theorem.

In general, the result of each module’s computation is a contribution of con-
tent to some system dialogue move. The final step is that a natural language

generator generates the utterances constituting the system’s response in (Sys2)
from these dialogue moves. Since a module’s computations depend only on in-
formation stored in a subset of the information state, their execution order is
only partially constrained. This means that many computations can and should
take place in parallel, as in the case of the proof manager and dialogue move
recogniser in the example above.

Dialog is an example of a complex system in which the interaction of many
non-trivial components takes place. This interaction requires in turn non-trivial
control to facilitate the distributed computation which results in the system
response. This control function resides in the dialogue manager. As shown in
Fig. 1, the dialogue manager forms the hub of the system and mediates all
communication between the modules. It furthermore controls the interplay of
the modules.

We realised a first Dialog demonstrator in 2003. It includes a dialogue man-
ager built on top of Rubin [10], a commercial platform for dialogue applications.
This dialogue manager integrates each of the modules mentioned above and con-
trols the dialogue. It provides an information state in which data shared between
modules is stored, input rules which can update the information state based on
input from modules, and interfaces to the system modules.

However, we identified some shortcomings of this first dialogue manager for
the demonstrator, and these have formed part of the motivation for the devel-
opment of Admp:
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– The modules in the system had no direct access to the information state,
meaning they could not autonomously take action based on the state of the
dialogue.

– The dialogue manager was static, and neither dialogue plans nor the inter-
faces to modules could be changed at runtime.

– There was also no way to reason about the flow of control in the system.

Admp solves these problems by using a software agent approach to information
state updates and by introducing a meta-level. The meta-level is used to reason
about what updates should be made, and provides a place where the execution
of the dialogue manager can be guided.

3 Architecture

The central concepts in the architecture of Admp are information states and
update rules, and these form the core of the system. An information state consists
of slots which store values, and can be seen as an attribute-value matrix. It is
a description of the state of the dialogue at a point in time, and can include
information such as a history of utterances and dialogue move, the results of
speech recognition or a representation of the beliefs of dialogue participants.
Update rules encode transitions between information states, and are defined by
a set of preconditions, a list of sideconditions, and a set of effects. Preconditions
constrain what information states satisfy the rule, sideconditions allow arbitrary
functions to be called within the rule, and effects describe the changes that
should be made to the information state in order to carry out the transition
that the rule encodes.

An update rule is embodied by an update rule agent, which carries out the
computation of the transition that the update rule encodes. These check if the
current information state satisfies the preconditions of the rule. When this is the
case, they compute an information state update representing the fully instanti-
ated transition. An information state update is a mapping from slotnames in the
information state to the new values they have after the update is executed. We
introduce information state updates as explicit objects in Admp in order to be
able to reason about their form and content at the meta-level.

As an example, we consider the information state in (1), a subset of the
information state of the Dialog system3. Here the user’s utterance is already
present in the slot user utterance, but the linguistic meaning in the slot lm has
not yet been computed. The slot lu stores a representation of the proof content
of the utterance, and eval lu stores its evaluated representation.

(1)

IS

2

6

6

6

4

user utterance "also ist A 6⊆ B"

lm ""

lu ""

eval lu ""

3

7

7

7

5

3 In general an information state will contain richer data structures such as XML
objects, but for presentation we restrict ourselves here to strings.
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The update rule in (2) represents transitions from information states with a
non-empty user utterance slot to information states in which the lm and lu

slots have been filled with the appropriate values.

(2)
{non empty(user utterance)}

{lm → p , lu → q}

< r := input analyser(user utterance),
p := extract lm(r),
q := extract lu(r) >

In Admp’s update rule syntax this rule is defined as:

(3) (ur~define-update-rule

:name "Sentence Analyser"

:preconds ((user_utterance :test #’ne-string))

:sideconds ((r :function input_analyser

:slotargs (user_utterance))

(p :function extract-lm :varargs (r))

(q :function extract-lu :varargs (r))

)

:effects ((lm p) (lu q))

)

The precondition states that the slot user utterancemust contain a non-empty
string. When this is the case, the rule can fire. It carries out its sideconditions,
thereby calling the function input analyser, which performs the actual compu-
tation and calls the module responsible for the linguistic analysis of utterances.
Rule (2) thus represents the input analyser. The result of this computation is an
object containing both the linguistic meaning of the utterance and an underspec-
ified representation of the proof content. The functions extract lm and extract lu

access the two parts and store them in the variables p and q, respectively. The
information state update that the rule computes maps the slot name lm to the
linguistic meaning of the utterance and the slot name lu to its proof content.

Rule (4) represents the proof manager, and picks up the proof content of the
utterance in the slot lu.

(4)
{non empty(lu)}

{eval lu → r}
< r := pm analyse(lu) >

The proof manager augments the information in lu by attempting to resolve
underspecification and assign correctness and relevance categories, and the re-
sulting update maps eval lu to this evaluated proof step. A similar update
rule forms the interface to the dialogue move recogniser, which uses the linguis-
tic meaning of the utterance in lm to compute the dialogue move it represents.
Since these two computations are both made possible by the result of the update
from the input analyser, they can run in parallel.

Fig. 3 shows the architecture of Admp. On the left is the information state.
Update rules have in their preconditions constraints on some subset of the in-
formation state slots and are embodied by update rule agents, which are shown
here next to the information state. When an update rule agent sees that the
preconditions of its rule hold, the rule is applicable and can fire. The agent then
executes each of the sideconditions of the rule, and subsequently computes the
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information state update that is expressed by the rule’s effects. The resulting in-
formation state update is written to the update blackboard, shown in the middle
of the diagram.

Slot 1

Slot 2

Slot 3

Slot 4

IS Update 1

IS Update 2

IS Update 3

. . .

ISUs Chosen ISU

ISU execution

Information State Update Rule Agents Update Blackboard Update Agent

Fig. 3. The architecture of Admp.

The update blackboard collects the proposed updates from the update rule
agents. These agents act in a concurrent fashion, so that many of them may
be simultaneously computing results; some may return results quickly and some
may perform expensive computations, e.g. those calling external modules. Thus
the set of entries on the update blackboard can grow continually. On the far
right of the diagram is the update agent, which surveys the update blackboard.
After a timeout or some stimulus it chooses the heuristically preferred update
(or a combination of updates) and executes it on the current information state.
This completes a transition from one information state to the next.

Finally the update agent resets the update rule agents. Agents for whom
the content of the slots in their preconditions has not changed can continue to
execute since they will then be computing under essentially the same conditions
(i.e. the information that is relevant to them is the same). Agents for whom
the slots in the preconditions have changed must be interrupted, even if their
preconditions still happen to hold. This is because they are no longer computing
within the correct current information state.

4 A Formal Specification of Admp

We now give a concise and mathematically rigorous specification of Admp.
We introduce the concepts and terminology necessary to guarantee the well-
definedness of information states and update rules, and we give an algorithmic
description of the update rule agents and the update agent.

Information States and Information State Updates First, we fix some
data structures for the slot names and the slot values of an information state.
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In our scenario it is sufficient to work with strings in both cases (alternatively
we could work with more complex data structures). Let A and B be alphabets.
We define the language for slot names as SlotId := A∗ and the language for slot

values as SlotVal := B∗. In our framework we want to support the checking of
certain properties for the values of single slots. Thus we introduce the notion
of a Boolean test function for slot values. A Boolean test function is a function
f ∈ BT := SlotVal → {>,⊥}.

Next, we define information state slots as triples consisting of a slot name,
a slot value, and an associated Boolean test function. The set of all possible
information state slots is Slots := SlotId × BT × SlotVal . Given an information
state slot u = (s, b, v), the slot name, the test function, and the slot value can be
accessed by the following projection functions: slotname(u) := s, slotfunc(u) := b

and slotval (u) := v.
Information states are sets of information state slots which fulfil some addi-

tional conditions. Given r ⊆ Slots , we call r a valid information state if r 6= ∅
and for all u1, u2 ∈ r we have slotname(u1) = slotname(u2) ⇒ u1 = u2. We
define IS ⊂ P(Slots) to be the set of all valid information states. The set of all
slot names of a given information state r ∈ IS can be accessed by a function
slotnames : IS → P(SlotId) which is defined as follows

slotnames(r) = {s ∈ SlotId | ∃ u ∈ r . slotname(u) = s}

We define a function read : IS × SlotId → SlotVal to access the value of a slot
in an information state where read(r, s) = slotval (u) for the unique u ∈ r with
slotname(u) = s.

In our framework information states are dynamically updated, i.e. the values
of information state slots are replaced by new values. Such an information state

update is a mapping from slots to their new values. The set of all valid information
state updates µ is denoted by ISU , the largest subset of P(SlotId ×SlotVal) for
which the following restriction holds: ∀(s1, v1), (s2, v2) ∈ µ . s1 = s2 ⇒ v1 = v2

for all µ ∈ ISU . We define ISU⊥ := ISU ∪ {⊥}. An information state update
µ ∈ ISU is executable in an information state r ∈ IS if the slot names addressed
in µ actually occur in r and if the new slot values suggested in µ fulfil the
respective Boolean test functions, i.e.

executable(r, µ) iff ∀(s, v) ∈ µ . ∃u ∈ r . slotname(u) = s ∧ slotfunc(u)(v) = >

We overload the function slotnames from above and analogously define it for
information state updates. Information state updates are executed by a function
execute update : IS × ISU → IS. Given an information state r ∈ IS and an
information state update µ ∈ ISU we define

execute update(r, µ) =

{

r if not executable(r, µ)

r− ∪ r+ otherwise

where

r− := (r \ {(s, b, v) ∈ r|s ∈ slotnames(µ)}

r+ := {(s′, b′, v′) | (s′, v′) ∈ µ ∧ ∃u ∈ r . s′ = slotname(u) ∧ b′ = slotfunc(u)}
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Update Rules Update rules use the information provided in an information
state to compute potential information state updates. They consist of precondi-
tions, sideconditions and effects.

The preconditions of an update rule identify the information state slots that
the rule accesses information from. For each identified slot an additional test
function is provided which specifies an applicability criterion. Intermediate com-
putations based on information in the preconditions are performed by the side-
conditions of the update rules. For this, a sidecondition may call complex external
modules, such as the linguistic analyser or the domain reasoner. The results of
these side-computations are bound to variables in order for them to be accessible
to subsequent sideconditions and to pass them over from the sideconditions to
the effects of a rule. We now give a formal definition of each part in turn.

Let s ∈ SlotId and b ∈ BT . The tuple (s, b) is called an update rule precondi-

tion. The set of all update rule preconditions is denoted by C := SlotId×BT . We
define projection functions pc slotname : C → SlotId and pc testfunc : C → BT
such that pc slotname(pc) = s and pc testfunc(pc) = b for all pc = (s, b). An
information state r ∈ IS satisfies an update rule precondition pc = (s, b)
if the function b applied to the value of the slot in r named s returns >,
i.e. satisfies(r, pc) iff ∃u ∈ r . pc testfunc(pc)(slotval (u)) = > ∧ slotname(u) =
pc slotname(pc). We overload the predicate satisfies and define it for sets of pre-
conditions C′ ⊆ C and information states r ∈ IS as follows: satisfies(r, C ′) holds
if each precondition in C′ is satisfied by r.

Let v ∈ Var be a variable where Var is a set of variables distinct from
the languages A∗ and B∗, let (v1 . . . vm) ∈ Varm be an m-tuple of variables,
let (s1 . . . sn) ∈ SlotIdn be an n-tuple of slot names, and let f : SlotValn →
SlotValm → SlotVal be a function4 (n, m ≥ 0). A single sidecondition is thus
given by the quadruple (v, (s1, . . . , sn), (v1, . . . , vm), f). The set of all single side-
conditions is denoted by D := Var ×SlotIdn ×Varm × (SlotValn → SlotValm →
SlotVal).

Given the set D of single sideconditions sci, the sideconditions of an up-
date rule are now modelled as lists l := <sc1, . . . , scn >, n ≥ 0. We further
provide projection functions sc var : D → Var , sc slottuple : D → SlotId

n,
sc slotnames : D → P(SlotId), sc vartuple : D → Varm, sc varnames : D →
P(Var) and sc func : D → (SlotValn → SlotValm → SlotVal), such that
for all sc = (v, (s1, . . . , sn), (v1, . . . , vm), f) ∈ D it holds that sc var(sc) = v,
sc slottuple(sc) = (s1, . . . , sn), sc slotnames(sc) = {s1, . . . , sn}, sc vartuple(sc)
= (v1, . . . , vm), sc varnames(sc) = {v1, . . . , vm} and sc func(sc) = f .

A sidecondition list l is called valid if two conditions hold: for all sci, scj ∈ l

with i 6= j we must have sc var(sci) 6= sc var(scj) and for all sci ∈ l we must
have sc varnames(sci) ⊆ {v|∃ scj ∈ l . j < i ∧ v = sc var(scj)}. The set of all
valid sidecondition lists is denoted as Dl.

Let s ∈ SlotId and v ∈ Var be a variable. The tuple (s, v) is called an update

rule effect. The set of all update rule effects is denoted by E := SlotId × Var .

4 We assume the right-associativity of → .
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We provide projection functions e slotname : E → SlotId and e var : E → Var

such that e slotname((s, v)) = s and e var((s, v)) = v.
Let U be a set of rule names (distinct from A∗, B∗, and Var). An update rule is

a quadruple ν ∈ UR := U×P(C)×Dl×P(E). An update rule ν = (n, c, d, e) ∈ UR
is well-defined w.r.t. the information state r if

1. the slotnames mentioned in the preconditions actually occur in r, i.e, for all
pc ∈ c we have pc slotname(pc) ∈ slotnames(r),

2. each slot that is accessed by a sidecondition function has been mentioned
in the preconditions, i.e., (

⋃

di∈d sc slotnames(di)) ⊆ {s ∈ SlotId | ∃ pc ∈
c . pc slotnames(pc) = s},

3. the variables occurring in the effects have been initialised in the sidecon-
ditions, i.e., {v ∈ Var | ∃ ei ∈ e . e var(ei) = v} ⊆ {v ∈ Var | ∃ sc ∈
d . sc var(sc) = v}, and

4. the slotnames in the effects refer to existing slots in the information state r,
i.e., {s ∈ SlotId | ∃ei ∈ e . e slotname(ei) = s} ⊆ slotnames(r).

Let ν = (n, c, d, e) ∈ UR be an update rule and r ∈ IS be an information
state. ν is called applicable in r if ν is well-defined w.r.t. r and satisfies(r, c)
holds. This is denoted by applicable (r, ν).

Update Rule Agents Update rule (software) agents encapsulate the update
rules, and their task is to compute potential information state updates. The
suggested updates are not immediately executed but rather they are passed to
an update blackboard for heuristic selection. Update rule agents may perform
their computations in a distributed fashion.

An update rule agent embodies a function execute ur agent : UR → (IS →
ISU⊥). The function execute ur agent(ν) takes an update rule ν and returns
a function (lambda term) representing the computation that that rule defines.
The new function can then be applied to a given information state in order to
compute a suggestion for how to update this information state. For each update
rule we obtain a different software agent.

We introduce a macro sc evaluate which abbreviates the retrieval of the
values in the variables and slotnames in the body of sidecondition and the com-
putation of the value which is to be stored in the sidecondition’s variable. We
use function call to apply a function to the arguments which follow it and
value of to retrieve the value stored in a variable.

sc evaluate(sc) =
let (s1, . . . , sn) := sc slottuple(sc)
let (v1, . . . , vm) := sc vartuple(sc)
let (t1, . . . , tm) := (value of(v1), . . . , value of(vm))
function call(sc func(sc), (read (r, s1), . . . , read (r, sn)), (t1, . . . , tm))

We now define execute ur agent as
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execute ur agent(ν = (n, c, d, e)) =
λr . if applicable(r, ν)

then

let <sc1, . . . , scn> := d
let sc var (sc1) := sc evaluate(sc1)
let sc var (sc2) := sc evaluate(sc2)

...
let sc var (scn) := sc evaluate(scn)
{(s, v)|∃(s, sc var (sci)) ∈ e . v = value of(sc var(sci))}

else ⊥

Update Blackboard and Update Agent An update blackboard is modelled
as a set of information state updates w ∈ UB := P(ISU), and stores pro-
posed updates to the current information state. The update agent investigates
the entries on the update blackboard, heuristically chooses one of the proposed
information state updates and executes it. We assume a user-definable function
choose : UB → ISU which realises the heuristic choice based on some heuristic
ordering criterion > UB : ISU × ISU . A simple example of a partial ordering
criterion >UB is

µ1 >UB µ2 iff slotnames(µ2) ⊆ slotnames(µ1)

In fact, choose may be composed of several such criteria, and clearly the overall
behaviour of the system is crucially influenced by them. The update agent now
embodies a function update agent : UB × (UB → ISU) × IS → IS which is
defined as

update agent(w, choose , r) = execute update(r, choose(w))

5 Conclusion

In this paper we have presented a formalisation of Admp, a platform for devel-
oping dialogue managers using the information state update approach. We were
motivated by the need to integrate many complex and heterogeneous modules
in a flexible way in a dialogue system for mathematical tutoring. These modules
must be able to communicate and share information with one another as well as
to perform computations in parallel.

Admp supports these features by using a hierarchical agent-based design. The
reactive nature of the update rule agents allows for the autonomous concurrent
execution of modules triggered by information in the information state. This
furthermore obviates the need for a strict pipeline-type control algorithm often
seen in dialogue systems, since agents can execute without being explicitly called.
Interfacing the dialogue manager with system modules is also simplified by using
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the agent paradigm, because adding a new module involves only declaring a new
update rule. Finally, the meta-level provides a place where overall control can
take place if needed.

Admp thus allows the formalisation of theories of dialogue in the information
state update approach, offering the functionality of related systems like TrindiKit
and Dipper. However by introducing an explicit heuristic layer for overall control
it allows reasoning about the execution of the dialogue manager which these two
systems do not support.

An instantiation of Admp is achieved by declaring an information state, a set
of update rules which operate on the information state, and a choose function,
whereby a developer can fall back to a default function such as suggested in the
previous section. A user-defined choose function should compute valid ISUs,
also in the case where ISUs from the update blackboard are merged. As an
example, a conservative merge strategy would simply reject the merging of pairs
of ISUs whose slotname sets intersect. Update rule agents and the update agent
are automatically generated from the update rule declarations.

We have recently implemented Admp and given an instantiation for the
Dialog system which uses eleven update rules and requires no declaration of
control structure. We have also shown that we can implement a propositional
resolution prover in Admp with four agents and five information state slots,
which corresponds to just 40 lines of code. Extensions such as a set of support
strategy can be realised simply by adding agents, possibly at runtime.

We foresee as future work the extension of our agent concept to include for
instance resource sensitivity, and the investigation of further default heuristics
for the dialogue scenario. Other interesting work is to turn the specification given
in this paper into a formalisation within a higher-order proof assistant such as
ISABELLE/HOL, HOL or OMEGA and to verify its properties.
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Abstract. We present DiaWOz-II, a configurable software environment
for Wizard-of-Oz studies in mathematics and engineering. Its interface
is based on a structural wysiwyg editor which allows the input of com-
plex mathematical formulae. This allows the collection of dialog corpora
consisting of natural language interleaved with non-trivial mathemati-
cal expressions, which is not offered by other Wizard-of-Oz tools in the
field. We illustrate the application of DiaWOz-II in an empirical study
on tutorial dialogs about mathematical proofs, summarize our experi-
ence with DiaWOz-II and briefly present some preliminary observations
on the collected dialogs.

Key words: Dialog systems, natural language dialog in mathematics,
tutoring systems, Wizard-of-Oz experiments

1 Introduction

For the development of natural language dialog systems, experiments in the
Wizard-of-Oz (WOZ) paradigm are a valued source of dialog corpora.3

Existing environments for WOZ experiments, even those for the domain of
mathematics tutoring, generally operate in domains that either require only sim-
ple mathematical formulae (with operators like + and ×), or they separate the
mathematical objects (geometric figures or equations) from the tutorial dialog
(such as in the Wooz tutor [2], for example). In this paper we present our WOZ

? This work has been funded by the DFG Collaborative Research Center on Resource-
Adaptive Cognitive Processes, SFB 378 (http://www.coli.uni-saarland.de/
projects/sfb378/).

3 A Wizard-of-Oz experiment [1] serves to test the usability of a hypothetical software
system. The system is (partially) simulated by a human expert, the wizard. Typically,
a mediator software partially implements the functionality of the simulated system.



environment DiaWOz-II which, in contrast to that, enables the collection of di-
alogs where natural language text is interleaved with mathematical notation,
as is typical for (informal) mathematical proofs. The interface components of
DiaWOz-II are based on the what-you-see-is-what-you-get scientific text editor
TEXmacs

4 [3]. DiaWOz-II provides one interaction window for the user and one
for the wizard, together with additional windows displaying instructions and
domain material for the user, and additional notes and pre-formulated text frag-
ments for the wizard. All of these windows allow for copying freely from one to
the other. Furthermore, our DiaWOz-II allows the wizard to annotate user dialog
turns with their categorization. DiaWOz-II is also connected to a spell-checker
for checking both the user’s and the wizard’s utterances.

This paper is organized as follows: In Sect. 2 we motivate the design of our
system. In Sect. 3.1 we describe the TEXmacs wysiwyg editor, on which the
interface of DiaWOz-II is based. The DiaWOz-II system is discussed in detail
in Sect. 3. In Sect. 4 we discuss the application of DiaWOz-II in a recently
completed series of experiments. Section 5 concludes the paper.

2 Design Aspects

General Requirements for WOZ Tools. We list some general requirements
we considered in the development of DiaWOz-II:

Plausibility and Comfort. For WOZ experiments, it is crucial to maintain the
user’s belief that he is interacting with a fully artificial system. Therefore,
the software that mediates between wizard and student should enable the
wizard to conceal his human identity. This is not a trivial pursuit, since it is
common sense that “people are flexible, computers are rigid (or consistent),
people are slow at typewriting, computer output is fast” [4]. Thus, the WOZ
tool is required to enable the wizard to respond to the participant quickly
and comfortably and in a plausible way.

Suitability for Book-keeping. The main goal of WOZ experiments is the analysis
of the interactions between the subjects and the simulated system. Therefore,
the WOZ tool is required to record the dialogs using a representation format
suitable for further processing and analysis.

Flexibility and Simplicity. The WOZ tool should be easily adjustable, so that it
can be used under different experimental conditions and in different domains.
Adjustments to the software should not significantly add to the complexity
of carrying out a series of experiments, a process which by itself poses enough
challenges.

Tool Integration. The WOZ tool should support the integration of other soft-
ware components, for example, modules that already realize single parts of
the simulated overall system.

4 www.texmacs.org



Specific Requirements for DiaWOz-II. DiaWOz-II has been developed for
application in the Dialog project [5], which investigates the use of natural lan-
guage dialog for teaching mathematical proofs. The particular research foci of
the Dialog project are natural language analysis, domain reasoning for math-
ematics, and tutorial aspects of mathematics tutoring.

In 2003, we carried out a first empirical study [6] in the WOZ paradigm
in which we collected a corpus of tutorial dialogs on mathematical proofs in
German. The study concentrated on the comparison between three tutoring
strategies, namely the Socratic, didactic and the minimal feedback strategies.
For this purpose, we developed the DiaWoZ [7] environment, the predecessor of
DiaWOz-II. DiaWoZ supports complex dialog specifications, which were needed
in order to specify a particular hinting algorithm used in the Socratic tutoring
condition. DiaWoZ allows keyboard-to-keyboard interaction between the wizard
and the student. The interfaces consist mainly of a text window with the dialog
history and a menu bar providing mathematical symbols. Furthermore, the wiz-
ard can assign dialog state transitions and speech act categories to student turns
w.r.t. the underlying dialog model. The DiaWoZ interface allowed free mixing
of natural language text with mathematical symbols. Still, there was room for
improvement with respect to the plausibility and comfort criterion postulated
above. For example, the experiment participants suggested the use of the key-
board instead of the mouse for inserting mathematical symbols.

The first study motivated a second series of experiments [8], which we briefly
describe in Sect. 4. In contrast to the first study, the more recent study imposes
less constraints on the wizards’ tutoring and assumes a rather simple dialog
model. However, in comparison to the first study, the second study is more
focused on linguistic phenomena and mathematical domain reasoning in tutorial
dialogs and the interplay between these two.

Related Work. A variety of WOZ tools and dialog system toolkits already
exist. Examples are the simulation environment ARNE [4], the SUEDE proto-
typing tool for speech user interfaces [9] and MD-WOZ [10].

In the domain of mathematics, a WOZ simulation of the ALPS environment
[11] and the Wooz tutor [2] should be mentioned. In the case of ALPS, the
Synthetic Interview (SI) method is used, i.e. the student formulates free-form
questions in a chat window, and receives a video clip with an answer. In the ALPS
system, these video clips are pre-recorded, stored in a database, and retrieved
as answers for the questions from the user, whereas in the WOZ simulation of
ALPS, the wizard’s responses are spontaneous. The ALPS tutor is designed to
be an algebra tutor. Typical problems in the domain of ALPS are for example
the computation of area and perimeter of geometric figures.

The Wooz tutor is also a tool for keyboard-to-keyboard interaction in the
domain of algebra. It offers a chat window displaying the tutorial dialog, a
dedicated window displaying the problem statement and a dedicated editor for
editing equations. A typical problem given to the participants is “please factor
11x

2 − 11x + 6”.



The interfaces of these two systems are not intended for mixing natural lan-
guage input with the mathematical notation employed for proving theorems,
which we investigate in the Dialog project. For our dialog system we aim for an
interface that allows flexible and easy input for mathematical formulae and natu-
ral language text. This requirement is addressed by the interface in DiaWOz-II.

3 The DiaWOz-II System

We decided to build a new WOZ tool rather than trying to improve the existing
DiaWoZ system. An important motivation was to use TEXmacs [3] as a platform
for the new system in order to benefit from its typesetting abilities, its config-
urable GUI and its event-handling as a building block for the creation of a more
lightweight software.

DiaWOz-II is realized as a classical client-server architecture, and consists
of a server and two client interfaces for the student and the tutor respectively.
The architecture allows keyboard-to-keyboard interaction between the student
and the tutor. Furthermore, the server fulfills other central functions, namely
the recording of the interaction in a log file, controlling turn-taking between
the dialog participants, and providing an interface to a spell-checker. We first
describe TEXmacs and its role in DiaWOz-II before we further elaborate on each
of these aspects in turn.

3.1 TEXmacs

TEXmacs is a scientific text editor with strong support for mathematical typeset-
ting which is inspired by TEX and GNU emacs. The internal representation of a
TEXmacs-document is well organized in a tree-like structure. TEXmacs provides
two alternative editing modes: (i) a wysiwyg interface that allows to directly
manipulate the typeset document and (ii) a source mode that provides a view
of the internal document representation in the underlying, structured TEXmacs

markup language. This language supports the definition of macros, which are
generally easy to read and understand. It is also worth noting that the standard
TEXmacs markup language inherits many usual LATEX constructs, in such a way
that for LATEX-literate persons, starting to use TEXmacs is usually straightfor-
ward. Thus, extending the markup (namely, defining new kinds of tags together
with how these newly defined tags must be typeset) can be done in a very con-
venient way using macros. For more sophisticated behavior, for example, the
implementation of an interactive application, one can use Scheme, the standard
TEXmacs scripting language.

TEXmacs fulfills the plausibility and comfort requirement introduced in Sect.
2 by offering various advanced modes of input for mathematical symbols, and in
particular it enables LATEX commands. Using TEXmacs also fulfills the flexibility
and simplicity requirement, since it can be reconfigured with little effort.

The TEXmacs editor has already been adapted as an interface to a diversity
of external tools, most of which are computer algebra systems. However, using
TEXmacs as an interface for a (simulated) tutoring system is novel.



3.2 TEXmacs as Base Component of DiaWOz-II

A TEXmacs application as employed in DiaWOz-II has the overall structure
shown in Fig. 1. Such an application consists of (i) a set of TEXmacs macros which
implement the visualization of the different parts of the user
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Fig. 1. Structure of a TEXmacs application

interface (i.e. what are their
shapes, their locations, the
text attributes (e.g. color,
font, ...), etc.), and (2) a set
of Scheme scripts, which im-
plement the mechanism which
interprets the events (e.g., a
mouse click, a key press, etc.)
and modifies the interface ac-
cordingly.

Macros. A very basic ex-
ample of a TEXmacs macro
that can be used to turn a
part of the document into
italics underlined text is (cf.
[12] for more details on the macro language):

<underlined-italics|x> => <with|font-shape|italic|<underline|<arg|x>>>

The left-hand side of this expression defines the use of the macro (i.e., the non-
expanded markup, as it can be found in a TEXmacs document file) and the
right-hand side its expansion. Given this macro definition, the TEXmacs markup
fragment <underlined-italics|This is italics underlined text.>

is first rewritten by the macro processor as <with|font-shape|italic|

<underline|This is italics underlined text.>> and then displayed in
TEXmacs as This is italics underlined text.

Processing the Markup Using Scheme. The event processor can be ex-
tended by plugins written as Scheme scripts. These scripts can manipulate the
internal markup tree that represents the user interface, typically as a reaction
to an event (e.g., mouse, keyboard, network, etc.). As a reaction to the changes
in the markup, the macros are reevaluated, and the display is then updated.

3.3 Student and Wizard Interfaces

The dialog system simulated by DiaWOz-II is presented to the student as a
window, referred to as the interaction window. It consists of menu bars and a
text field, as shown in Fig. 2. The dialog history and the prompt for the current
input are displayed in the same text field, separated by a horizontal bar at the
bottom in Fig. 2. The utterances from the tutor and the student are displayed in



Fig. 2. Interaction window of the student interface

different colors for better readability. The student can send messages by pressing
the “absenden” (submit) button. Upon submitting, the message becomes part
of the dialog history. The answers by the tutor are accompanied by an acoustic
signal.

In a second window, which is independent of the interaction window, supple-
mentary study material with mathematical concepts and definitions is displayed.

The wizard’s interface, as shown in Fig. 3, is conceptually similar to the
student’s interface. In addition, the wizard is asked to categorize each student
turn w.r.t. three dimensions: correctness, granularity and relevance; the wizard
fills out the fields of a small table referring to the three dimensions by making
choices in pull-down menus, or directly by typing. The wizard’s button for send-
ing messages is only enabled once all the fields have been filled. If the student’s
utterance does not represent a mathematical statement the wizard fills in default
values (N/A).

We now turn in more detail to the methods for inserting mathematical sym-
bols in DiaWOz-II, which are made available by TEXmacs. Mathematical sym-
bols (e.g., ∅) can be created by using LATEX commands (e.g., \emptyset) or
by using additional commands defined when designing the interface (e.g., the
command \emptyset in German language, i.e. \leeremenge). These commands
are also made available in the menu bar. DiaWOz-II also allows for structured
commands, e.g. commands that create pairs of brackets for pair (�, �) and for
set notation {� |� }. An example is the macro paar (German for pair):

<paar|left|right> => ( <arg|left> , <arg|right> )



Fig. 3. The interaction window of the wizard interface

Invoking \paar with the arguments x and y yields the formula (x, y). The
two arguments need not necessarily be provided when invoking the macro, their
respective placeholders can be also filled in interactively and modified later.
Macros can be nested, and most importantly, they avoid missing parentheses
when the user writes expressions using the pair notation. The set of macros
provided with DiaWOz-II can be easily extended with further TEXmacs macros.

TEXmacs furthermore makes it possible to distinguish between mathematical
symbols created via the menu bar and via LATEX commands, even if they appear
to be the same at the typesetting level.

Using structured building blocks for constructing mathematical formulae via
macros is similar to the Maths Tiles approach [13]. Maths Tiles are graphical
tiles that can contain text, diagrammatic shapes and sockets, which are place-
holders where other Maths Tiles can be inserted to form composite objects.
TEXmacs has the advantage over Maths Tiles that it already includes by de-
fault a large set of macros for constructing formulae, such as a large number of
macros that represent LATEX commands.

3.4 The Server

The central capabilities of DiaWOz-II reside in the server. Its main task is to
pass the dialog contributions back and forth between the student and the wizard
interface. Furthermore, it provides the following other central services:

Log-file Mechanism. All dialogs are recorded in a log-file in DiaWOz-II. The
log-file format is based on the representation format of TEXmacs, which is a



structured, extensible and open document format. Naturally, the annotations
performed by the wizard for each student turn are also stored in the log-file.

Spell-Checking. Spelling mistakes by the wizard can be a giveaway of human
simulation. Therefore, our server (optionally) integrates a spell-checker. If
spell-checking is activated, a message from the wizard is only passed on
by the server if it passes the spell-checker, otherwise the wizard is asked
to correct the message. The student’s input is also spell-checked. Messages
exceeding a threshold of spelling errors are refused (i.e. not passed on to
the wizard). The underlying rationale is that it would be implausible that
an automated system could deal with such misspelled input.
We currently employ the spell-checker GNU Aspell5 with the standard Ger-
man dictionary provided with Aspell together with an extra dictionary of
mathematical jargon. The latter was compiled from the introductory math-
ematics materials and gradually extended during the experiments.

Turn-Taking Control. DiaWOz-II imposes strict turn-taking on the student:
once the student makes a turn, the sending of new messages is disabled
(i.e., the dedicated button for “sending” is deactivated and displayed in a
darker shade) until the tutor provides a response. Without this constraint,
it might become unclear to which turn of the student an answer from the
wizard belongs. However, the tutor is allowed to barge in at any time, which
enables him to offer support or prompt if the student appears to be inactive.

3.5 Implementation
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Fig. 4. System architecture

Figure 4 illustrates the archi-
tecture of DiaWOz-II. In or-
der to customize the client in-
terfaces, we have

– adapted the menu bars
and buttons to the needs
of our application and

– restricted the editing fa-
cilities so that the student
can only type in a desig-
nated text area with all
other TEXmacs function-
alities disabled (for exam-
ple, inserting an image,
or editing the dialog his-
tory).

On the server side, turn-taking is controlled by a finite-state automaton. A
message received by the server is written to the log-file and sent to a spell-
checker. If it passes, it is broadcast to the clients. If it does not pass, it is

5 http://aspell.sourceforge.net/



sent back to the sender for correction. Disallowing the student from sending new
messages until the wizard makes a turn is technically realized by server messages
to the student’s client to reconfigure the client’s interface (i.e. enable/disable the
interface’s elements according to the current state).

The combination of macros and Scheme provided in TeXmacs has turned out
to be very useful for our development of DiaWOz-II. In particular, the amount
of code we wrote (a dozen of Scheme files of approximately 100 Kb in total) is
relatively small considering the implemented functionality, and it remained man-
ageable over time (as opposed to the previous version of DiaWoZ that consisted
of about 200Kb Java code spread among 70 files). The environment enabled also
people who are not professional software developers to participate in develop-
ing the system. Thus, TeXmacs has proven to be a good choice for our WOZ
software, both from the point of view of the level of functionality it offers (word
processing with LATEX-like mathematical typesetting in a customizable editor)
as well as from the point of view of prototyping and extending the software.
The combination of the Scheme programming language with the large set of fea-
tures already provided by TeXmacs allows for a lightweight, inclusive software
development process.

4 An Empirical Study Using DiaWOz-II

Exploiting the DiaWOz-II system, we carried out a series of experiments in July
2005. In this study (see [8]), we collected a corpus of tutorial dialogs in German
on mathematical proofs in the domain of binary relations. The collected data
serves to investigate linguistic phenomena related to the mixing of mathemat-
ical formulae and natural language, underspecification phenomena, qualitative
aspects of proof steps and mutual dependencies between natural language anal-
ysis and non-trivial mathematical domain reasoning.

4.1 Method

Thirty-seven students from Saarland University participated in the experiments.
They were instructed to solve proof exercises collaboratively with a computer
system that was described to them as a natural language dialog system on math-
ematics. This system was simulated with the DiaWOz-II software and four ex-
perts6, who took the role of the wizard in turn (the set-up is shown in Fig.
5).

The wizards were given general instructions on the Socratic style of tutoring
(cf. [14]), which is characterized by the use of questions to elicit information from
the student. The tutors were instructed to reject utterances outside the math-
ematical domain and to respond in a uniform manner. Apart from that, the
wizards were not restricted in the verbalization of their answers to the students.

6 The experts consisted of the lecturer of a course Foundations of Mathematics, a
maths teacher, and two maths graduates with teaching experience.



Fig. 5. An experiment in progress: The participant (left) and the wizard, experimenter
and research assistant in the control room (right)

This allowed us to investigate the use of mathematical language without possi-
bly influencing it by a-priori restrictions, even if more restrictions might have
contributed to making the simulated system appear even more machine-like. In
addition to the interaction window of DiaWOz-II, the tutors were provided with
a second TeXmacs window in which they could save text and formulae for re-use.

The exercises were taken from the domain of relations, and were centered
around the concepts of relation composition and relation inverse. Because of the
advanced character of the exercises, the participants were required to have taken
part in at least one mathematics course at university level. First, the subjects
were required to fill out a questionnaire, asking about previous experiences with
dialog systems and mathematics background. Subjects were also given study ma-
terial with the mathematical definitions that were required to solve the exercises
which was studied for approximately 25 minutes. The materials were handed
out on paper and were also available as a TeXmacs document on the screen.
This helped to achieve a uniform (and thus plausible) appearance of the system.
Prior to the tutoring session, the students received a short introduction to the
interface, during which the different modes of input for mathematical symbols
– as menu items, as LATEX commands or via commands in German language –
and the copy & paste facility were demonstrated.

The largest part of the two-hour experimental session was allotted to the
interaction between the student and the simulated system. In addition to the
log-files recorded by DiaWOz-II, screen recordings were made. Furthermore, the
participants were encouraged to “think aloud” and they were audio-recorded
and filmed. This comprehensive collection of data not only documents the text
of the tutorial dialogs, but also allows us to analyze how the participants used
the interface and the study material.

At the end of the experimental session, the participants were required to
fill out a second questionnaire asking about their verdict on the usability of the
system, how difficult they found the exercises, and suggestions for improvements
of the system.



S33: Nach Aufgabe W ist
(S ◦ (S∪R)−1)−1 = ((S∪R)−1)−1 ◦ S−1

By Exercise W
(S ◦(S∪R)−1)−1=((S∪R)−1)−1◦S−1

holds
T34: Das ist richtig! That is correct!
S34: Dies ist nach Theorem 1 gleich
(S∪R) ◦ S −1

This is by Theorem 1 equal to
(S∪R) ◦ S −1

T35: Das ist auch richtig!
That is also correct!
S35: Ein Element (a,b) ist genau dann
in dieser Menge, wenn es ein z∈M gibt
mit (a,z)∈S∪R und (z,b)∈S −1

An element (a,b) is in this set exactly
when there is a z∈M with (a,z)∈S∪R
und (z,b)∈S −1

T36: Das ist korrekt! That is correct!
S36: Also (b,z)∈S. Therefore (b,z)∈S.
T37: Auch das ist korrekt!
That is also correct!
S37: DAmit [sic] kann aber nicht die
geforderte Gleichheit bewiesen werden.
But with this the given equality cannot be
proven.
T38: Das haben Sie gut erkannt! Was
fehlt Ihnen dazu?
You have made a good observation! What
is missing?

S25: (R∪S)◦S = {(x,y) | ∃ z(z ∈ M ∧
((x,z) ∈ R ∨ (x,z) ∈ S) ∧ (z,y) ∈ S}
T28: Diese Beziehung hat Relevanz fuer
die Aufgabe. Sie muessen sich also etwas
dabei gedacht haben, als Sie diese ver-
muteten. Koennen Sie begruenden, wie
sie mit der Aufgabe zusammenhaengt?
This relation is relevant for the exercise.
You must have considered something as
you proposed it. Can you justify how it is
related to the exercise?
T29: Ihre Formel ist richtig.
Your formula is correct.
T30: Koennen Sie die Behauptung unter
zusaetzlichen Voraussetzungen beweisen?
Can you prove the expression under
additional assumptions?
S26: {(x,y) | ∃ z(z ∈ M ∧ ((x,z) ∈ R ∨
(x,z) ∈ S) ∧ (z,y) ∈ S} = {(x,y) | ∃ z(z
∈ M ∧ (y,z) ∈ S ∧ ((x,z) ∈ R ∨ (x,z) ∈
S))} ⇔ ((y,z) ∈ S ∧ (z,y) ∈ S)}
T31: Auf der rechten Seite ist z nicht
spezifiziert. Meinten Sie vielleicht ⇔ oder
etwas Aehnliches [sic] statt ∧?
On the right side z is not specified.
Do you perhaps mean ⇔ or something
similar instead of ∧?

Fig. 6. Excerpts of dialogs in the two conditions: VM-group (left) and FM-group
(right). English translations are given in italics. S and T indicate student and wizard
turns, respectively.

4.2 Discussion

The experiments resulted in a large and diverse corpus of dialogs. During a
session, a participant made on average 24 dialog turns, excluding those that
were rejected for bad spelling. We briefly discuss how DiaWOz-II fulfilled its
role, how the participants coped with the interface. Furthermore, the collected
data hints at a potential influence of the interface features in combination with
the reading material on the resulting tutorial dialogs.

Observations from the Corpus. An example of two dialog fragments from
the experiment is given in Fig. 6. These dialogs were obtained under two different
modes of presentation of the study material: formal (FM) vs. verbose (VM). Note



that the dialogs clearly differ in the employed mathematical style and that in
Fig. 6 (right), the mathematical operations performed by the student can be
characterized as term rewriting steps, i.e. a subformula of a term is replaced by
an equivalent subformula. Also note that in Fig. 6 (right), the student uses no
natural language. Even though all subjects were informed before the interaction
that the system can handle a combination of natural language and formula input,
we observed great variations in the amount of natural language used by the
subjects.

Corpus analysis reveals differences in the use of natural language and math-
ematical expressions that was at least partially influenced by the mode of pre-
sentation of the study material. The group presented with the verbose material
tended to use more natural language than the formal material group and the
dialog turns of the VM-subjects contained more, but shorter, mathematical ex-
pressions. The formal material group tended to use more and longer formulas
overall, and less natural language. More details on the differences in language
production between the two conditions can be found in [15].

The copy & paste facilities provided by DiaWOz-II allowed copying defini-
tions from the study material into the dialog contributions, and allowed copying
previously uttered formulae for constructing new formulae. We observed that
many subjects constructed larger and larger formulae with several levels of nest-
ing. No such phenomenon was observed in the first study [6]. Even though the
predecessor DiaWoZ software used in this study allowed copy & paste, this fea-
ture was not explained to the users and discovered only by some. Furthermore,
in the first study the introduction material was only presented on paper, so that
students could not copy from there as was possible in the second study. Another
difference is the mathematical domain itself - the proofs concerning relations
in the second experiment series require considerably longer formulae than those
concerning naive set theory in the first experiment.

Usability of DiaWOz-II. The students were required to fill out post-
experiment questionnaires, which among other things asked questions about the
interface.

Students were asked if they had problems while using the interface, and to
qualify their answer by a rating on a five-point scale between one (no problems)
and five (great problems). Their ratings7 (median 2, average 2.14, standard
deviation 0.85) indicate that the participants generally had little trouble using
the DiaWOz-II interface.

Even though a direct comparison between DiaWoZ and DiaWOz-II would re-
quire an experiment on its own (the two reported experiments involved different
mathematical domains and different requirements imposed on the participants),
these ratings are not far from those obtained in the first series of experiments

7 The ratings from thirty-six participants are distributed as follows: A rating of 1
was assigned by 7 participants, a rating of 2 by 21 participants, a rating of 3 by 4
participants and a rating of 4 by 4 participants. No participant gave a rating of 5.



Table 1. Most frequent comments on the DiaWOz-II interface (number of participants
indicated in brackets)

Positive Comments

– Variety of formula input methods1

(7)
– LATEX commands available1 (6)
– Math symbols in menu1 (5)

– Interface is simple to use/clear (5)
– Questions can be formulated in

NL (4)

1 In total, 20 subjects mentioned at least one positive aspect w.r.t. to formula input.

Negative Comments

– TEXmacs-specific problems (14)
– Bad screen size/font size (8)
– No direct keyboard shortcuts for

math symbols available (3)

– Interface delay (10)
– Sending messages not via return key

(6)

with DiaWoZ. There, students had also been asked the same question, where
they indicated a rating of 1.59 on average and a median of 1.

A small number of participants commented to the experimenter that they
suspect a human teacher. However, comments by other subjects indicated that
these were convinced of having interacted with an automated system.

Participants were asked to give comments about the system in general and
the interface in particular, which are summarized in Table 1. The fact that the
input facilities of DiaWOz-II were positively mentioned by numerous partici-
pants can be contrasted with the first series of experiments, where eight of the
seventeen participants complained that the sole input method for mathematical
symbols via the menu bar required constant switching between the mouse and
the keyboard for inputting mathematical formulae.

A serious criticism concerned the speed of the system. This refers to two
aspects: (1) the fact that the students had to wait for the answers from the
system, and (2) the behavior of the interface itself. The waiting times consisted
in the time spent by the tutor to read the dialog contributions from the students
and to write an answer (even with the help of pre-formulated answers), but also
the message-passing between the client, the server and the spell-checker. An
important fact was that the wizards were sometimes challenged by the size of
formulae created by the students, which made checking them particularly time-
consuming. The insufficient speed attributed to the system’s interface refers to
a small but noticeable delay when typing symbols in DiaWOz-II. This delay is
not experienced when using a standard TeXmacs, but results from the extra
mechanism that protects the dialog history from being edited mentioned above.
Another criticism concerns the window layout. For the experiment we used a
screen capturing software and a low screen resolution to save disk space, which
was commented on negatively by the subjects.

In summary, the questionnaires show that the input methods for mathemat-
ical text available in DiaWOz-II were well received by many participants, but
that other mainly technical difficulties remain. A possible improvement proposed
by some of the participants is an option for the user to withdraw a message after



it is sent, in case the user himself becomes aware of a minor error and wants to
correct it himself.

5 Conclusion

We have presented DiaWOz-II, our mediator software for WOZ experiments
based on the wysiwyg editor TEXmacs. DiaWOz-II allows various modes of input
for mathematical symbols, such as LATEX commands, customized commands and
menu items, and editing facilities that allow for the creation of complex formulae.
Furthermore, DiaWOz-II inherits high quality typesetting from TEXmacs. One
purpose of this paper is to advocate DiaWOz-II to the AI community for similar
WOZ studies in domains such as engineering, physics, economics, etc. where
mathematical input in combination with natural language plays a crucial role.

We also briefly addressed the set-up and some results of a series of exper-
iments conducted with DiaWOz-II. The corpus we obtained is important to
guide our research in the Dialog project. It is currently being evaluated and
can be obtained from http://www.ags.uni-sb.de/~dialog (see [8] for a pre-
liminary analysis). We have observed that the capabilities of DiaWOz-II for
editing and copying mathematical formulae introduced artifacts into some of
the tutorial dialogs that we collected, which we did not observe in the previous,
similar experiment. These manifest themselves in a term-rewriting style of prov-
ing mathematical theorems leading to unnecessarily large and nested formulae.
This hints at the importance of incorporating didactic knowledge into tutoring
systems in our field (as simulated by DiaWOz-II) which prevent students from
abusing such a system’s features in a technology-driven manner, and to help the
students to use these features purposefully and with moderation.

As a part of our ongoing work, we are combining the dialog specification
mechanism from DiaWoZ with the DiaWOz-II system to obtain an environment
that reflects our expertise gained with both systems. The DiaWOz-II system can
be downloaded from http://www.ags.uni-sb.de/~dialog/diawoz2.

Acknowledgments. We would like to thank all of the members of the Dialog
team for their input and comments on initial drafts of this paper, and of course
for their contributions to DiaWOz-II and the experiments.
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Paraguaçu, F., eds.: Intelligent Tutoring Systems — 7th International Conference
(ITS 2004). Number 3220 in LNCS, Springer (2004) 325–335

8. Benzmüller, C., Horacek, H., Lesourd, H., Kruijff-Korbayová, I., Schiller, M., Wol-
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